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CHAPTER 1
Introduction

The world is in motion. No matter what scale you choose, from molecules

to stars—nothing in the world stands still. We humans spend a significant

part of our time moving: we commute to work, we go shopping, we go

out, we exercise, we travel. Movement is an integral part of our existence

and of the way we experience the world, and has been since the dawn

of time (Figure 1.1).

As a species, we have always been interested in ourselves and the

world around us. Ever since the technological advances of the twentieth

century, we have been able to fuel our curiosity with massive amounts
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Figure 1.1. Prehistoric human migration patterns [185]. Dates indicate how

many years ago the migration happened.
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Figure 1.2. Multipath effects occur when the signal reflects, e.g. from a building,

and reaches the receiver by two or more paths (red and blue in this case). This

leads to difficulties in calculating the distance to the satellite, and results in

positioning errors. From other directions, the (purple) signal may be entirely

obstructed.

of data that we collect and process. Among other types of data, we

collect trajectory data capturing movement between locations.

The massive amount of collected data means that we need to ana-

lyse the data automatically, to let humans extract insight from various

derived statistics and visualisations rather than raw data. Naturally,

trajectory analysis has been an important area of research with countless

contributions from different areas of science and engineering, motivated

by many applications where data-driven approaches can improve the

status quo. For example, trajectory analysis can improve our understand-

ing of urban mobility [193], as well as guide policies on the matter [133];

or it can help us understand the mechanisms of interaction between

animals [91]; or it can help improve performance in sport [129]; or it

can even be used to detect unusual events based on deviations in mass

movement characteristics [213].

Unfortunately, data collection and data analysis are complicated in

practice. A common way to acquire location measurements is using a

satellite navigation system, like GPS, which yields imprecise locations,

with varying degree of imprecision depending on the conditions. Satel-

lite navigation is based on measuring the time that it takes for signal to

travel between several satellites and a receiver, so any obstructions to

these signals, like in Figure 1.2, may result in positioning errors [197];
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Figure 1.3. Individual data points can be anonymised in a dataset by perturbing

the points or by removing parts of the data.
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Figure 1.4. A storm path is inherently uncertain, because storm does not

cover a single point and often does not have a sharp boundary. Here: storm

development over the Netherlands on 5th July 2023. Image from KNMI [155].

furthermore, the geometry of the satellites with respect to the receiver

plays an important role [196]. It is, however, possible to estimate the

distortion [28] and to work further with explicitly modelled imprecision.

In other applications, we may intentionally obstruct the exact recorded

locations, like in Figure 1.3, so that we cannot tell if a specific person’s

data are included in the data set [113, 161, 182]. Depending on the

national law, it may even be illegal to precisely track and record one’s

own location using satellite navigation [144]. Finally, sometimes the

locations are the result of a forecast rather than observed events, or

capture nebulous phenomena like storms, as in Figure 1.4, so there is

inherent uncertainty in the (predicted) locations. In all these cases, there

is some imprecision in the measured locations.

Furthermore, it is usually infeasible to record trajectory data continu-

ously or even with extremely high frequency, if we are not using video

cameras. Therefore, we only know the subject’s (imprecise) locations
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Figure 1.5. When the GPS data are sparse (a), we do not know where the subject

was between the measurements. However, we can use physical models that

bound the object’s speed or acceleration to bound the locations possibly visited

by the subject (b); or we can use other movement context, like a road network,

to infer a likely path (c).

at the time of measurements, but do not have any information on their

movement between measurements. Our trajectory data has gaps, and

we usually need to fill them in some way, dealing with the uncertainty

between measurements. See Figure 1.5 for example approaches.

In practically oriented areas, like geographic information science, the

quality of the data has always been a concern, along with broader issues

related to the way humans interact with their environment, which can

collectively be viewed as uncertainty [115, 119]. In such areas, there is a
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large body of work that aims to develop robust mechanisms and tools

that give useful results in the presence of uncertainty, and there are even

some sophisticated models for uncertainty; however, these models are

commonly used to preprocess the data, and are used less frequently in

the analysis algorithms directly. In computational geometry, there is a

significant amount of work on trajectory analysis and on uncertainty;

given the amount of interest in these topics, there is surprisingly little

work in their intersection.

Handling uncertainty explicitly by consciously choosing how to

model it and by incorporating it into the algorithms allows us to get

results that are resilient and transparent in terms of the quality of the

analysis. In this thesis, we aim to do just that—develop algorithms for

analysing uncertain trajectories.

1.1 Uncertainty

To get an accurate overview of the problems, we need to first consider

the notion of uncertainty: where does it come from in trajectory data

and how has it been dealt with, in computational geometry and beyond?

1.1.1 Uncertainty in Trajectory Data

Let us consider trajectory data acquisition. On the scale of humans and

animals, the most common capture method is periodically recording

measurements from a global navigation satellite system (GNSS), such as

GPS, GLONASS, Galileo, or BeiDou. Disregarding technical details

that would better fit in a dedicated manuscript,1 the principle used by

these four satellite navigation systems is the same: all the satellites of

a constellation have precisely synchronised atomic clocks, and each

broadcasts a specific signal; the receiver needs to simultaneously get an

unobstructed signal from at least four satellites. The broadcast positions

of the satellites and the time offsets allow the receiver to compute their

location in ℝ3
, with the origin at the Earth’s centre [2] (here ℝ denotes

the set of real numbers). Measurements happen with certain intervals,

so in the end, we obtain a sequence of locations paired with timestamps.

We generally want to use a reference system that easily gives us a

1
Readers interested in the workings of GNSS are referred to a book [197] on the topic.
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position with respect to the surface of the Earth rather than its centre, so

we convert these coordinates into latitude, longitude, and height above

mean sea level, often also ignoring the latter. This is the form in which

trajectory data is usually stored after acquiring it: a sequence of triplets

of latitude, longitude, and timestamps.

In the described setting, we have to handle multiple types of uncer-

tainty introduced earlier. Some sources of errors can be mitigated or

are essentially negligible. However, other sources may give errors on

the scale of at least tens of metres. For instance, atmospheric effects

during e.g. storms can obstruct the GNSS signals [197, Sections 4.2, 5.4].

Neglecting clock corrections yields large positional errors, as well [197,

Section 5.2]. Whenever the receiver is located close to reflective con-

structions, the reflected GNSS signals produce a multipath, thus giving

the illusion of being further away from the receiver than they are and

inducing an error [197, Section 4.2]. Finally, in urban environments, the

issues arise in canyons, that is, rows of tall buildings flanking a relatively

narrow street: in addition to multipath issues, the buildings make it

more difficult to locate the receiver in the direction orthogonal to the

street due to the lack of a direct line of sight to the relevant satellites [122].

Sometimes no GNSS-based location is available: for example, in

tunnels, inside buildings, or under water. In some of these cases,

there may still be alternative ways of locating the tracked object. Wi-Fi
positioning can be very accurate [156], but requires the access points to

be in a database so we know where they are located; setting up such a

system requires a dedicated effort, so trajectory data rarely stems from

these systems. Systems based on GSM location have significantly worse

accuracy, generally not better than 50 metres [166, Table 2]. Previously,

land-based radio beacon systems like Decca, Omega, Loran-C, Alpha,

or Chayka were used for navigation, with comparatively large errors,

but these are not relevant to readers that are not historically inclined.

As we have just discussed, for most used sources of trajectory data,

we need to deal with uncertainty in the measurements. The other type of

uncertainty we mentioned, uncertainty between measurements, arises

naturally with all of these methods as we measure the location at discrete

time steps rather than continuously. Depending on the requirements on

the battery life in tracking devices, the measurements may intentionally

be very sparse. The nature of trajectory data thus dictates the challenges

related to handling uncertainty.
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1.1.2 Uncertainty in Computational Geometry

In computational geometry, there are well-known models that bridge

the divide between the theoretical models of computation using real

numbers and the real-life computers using bounded-precision floating-

point numbers, implemented in state-of-the-art libraries like CGAL [210].

Indeed, some early inspiration for modelling data uncertainty stems

from this line of research: Salesin, Stolfi, and Guibas [195] proposed

a way to model imprecision that arises in computation, where they

assume every point ends up somewhere in a disk of radius 𝜀 during

the computation, but this approach has also been widely used to model

data imprecision. Let us discuss the different proposed models.

Modelling uncertain points. We first focus on modelling measurement

uncertainty. The models may have a different level of complexity, with

the more complex ones representing the reality better; but they are also

more difficult to work with, both conceptually and computationally.

Suppose we are working on a simple problem, like finding the convex

hull of a point set in two dimensions. Intuitively, the convex hull is the

smallest convex shape that contains all the points. If we are to work on a

set of uncertain points, we have several choices to make when picking a

model. (See also Figure 1.6.) One choice relates to the type of questions

we want answered.

Probabilistic questions. Examples may be approximating a distribu-

tion of the number of points on the convex hull, or some other

variable of interest; or computing expected values of these vari-

ables. Such questions require us to model the possible point

locations with probability distributions, then derive the random

variable of interest as a function of the probabilistic points. While a

very flexible approach, it is also generally more difficult to use: it is

sometimes difficult to propagate the distributions cleanly through

the problem, and it may be computationally difficult to obtain the

results.

Extremal questions. In this case, we do not make any statements about

the likelihood of the point’s location, but only describe the possible

locations. The questions are mostly related to the largest or smallest

values of certain parameters. For example, asking for the largest

or smallest area of a convex hull of a set of uncertain points is
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(a) Existential model. (b) Indecisive model. (c) Imprecise model.

Figure 1.6. We can pick any combination here to model uncertainty for the

algorithmic questions about the convex hull of a point set. In the existential

model, some points may be off. In the indecisive model, we pick a point of each

colour. In the imprecise model, we pick a point in the region. All of these can

be assigned a probability distribution.

an extremal question. To resolve these, we generally need some

sharp bounds on the possible point locations, but further can treat

the problem geometrically, without involving probabilities.

The second major decision is to pick the type of uncertainty regions

that we use; this choice is orthogonal to the first one. We assume that

we are operating in ℝ𝑑
, that is, 𝑑-dimensional real coordinate space.

Existential model. Also referred to as 0/1 model, each uncertain point

is either ‘on’ or ‘off’. In other words, an uncertain point has

one precise location, and we may choose whether to include it

or not include it in the point set. This can be done in a way to

compute the lower or upper bounds on some parameter (extremal

questions); or each point may be assigned a probability of being

‘on’ (probabilistic questions). The motivation here is e.g. in radio

transmission, where certain repeaters may be off and we still want

to establish connectivity.

Indecisive model. In this model, each uncertain point is a finite set of

possible discrete locations. For some questions, this model may

be viewed as an extension of the existential model, although this

is not true in general—there may be no way to express a point

being off in this model. The problems in the indecisive model are

also referred to as colour-spanning problems. Essentially, instead

of having 𝑛 uncertain points with 𝑘 options per point, we have 𝑚

points with 𝑛 colours, and we need to select exactly one point of

each colour while solving the problem. Sometimes we are allowed

to select at most one point of every colour, which is equivalent to
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combining the indecisive and the existential models.

This model is used as a simplified version of complex probabilistic

models. Suppose we model a point location with a distribution;

instead of working with it directly, we can sample 𝑘 points 𝑝𝑖 ∈ ℝ𝑑
,

𝑖 ∈ {1, 2, . . . , 𝑘} from this distribution, then for sufficiently large

𝑘, the indecisive point 𝑈 = {𝑝1 , 𝑝2 , . . . , 𝑝𝑘} approximates the

distribution. If all the samples are assigned equal probability, we

can now approximate the solutions to the probabilistic questions

in the original model with less algebraic complexity. If we ask

extremal questions, we approximately decide whether something

is true with high probability in the original model.

Imprecise model. In this model, each uncertain point is a compact

connected region 𝑈 ⊂ ℝ𝑑
. Commonly used examples include

balls in ℝ3
; or disks, line segments, and convex polygons in ℝ2

; or

intervals in ℝ. The model with 𝜀-disks [195] introduced earlier is

a special case of this one.

We list some examples of work in computational geometry that uses

these models outside the context of trajectory analysis. See Section 1.3

for an overview of the work on explicitly modelled uncertain trajectories.

When uncertainty in computational geometry started to get traction,

the first set of systematic work has focused on basic geometric problems.

In the existential model, there has been work on probabilistic queries for

range searching, skylines, and nearest neighbours [215], as well as on

separability [112]. In the imprecise model, the results mostly considered

with the upper and the lower bounds for problems like finding the

closest pair [31], the smallest bounding box, the smallest enclosing circle,

and the minimum width strip on a set of imprecise points modelled as

disks, squares, and line segments [171, 174]. In similar vein, there is

work on the diameter [171, 174], perimeter of a polygon, and finding

tours [172] on uncertain points. There is also an extensive set of early

results on convex hulls [12, 158, 173, 208].

A bit more recently, similar geometric problems have been studied

on indecisive points [149]. In this model, there is work on finding

the smallest axis-aligned [3] and arbitrary [90] rectangles or strips

that contain the points. More complex problems, like unit disk graph

connectivity [107] or covering [25], have been studied in this model too.

Since then, many more geometric problem have been studied under
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uncertainty, including nearest-neighbour finding [6, 10], covering [17,

21], TSP [33, 84, 146], range queries [1, 4, 8, 9, 14, 134, 169], skylines [5,

143, 190], visibility in uncertain polygons [54, 68], Voronoi diagrams [200,

207], and clustering [150].

There are a few research directions that stand out otherwise. For

instance, triangulations in general and Delaunay triangulations in par-

ticular have been considered in a preprocessing setting: we are given

a set of uncertain points and want to construct a data structure for

fast triangulation; at query time, we get a precise point set, with each

precise point realising an uncertain one, and we want to compute the

triangulation fast [55, 92, 159, 177]. In the same model, there are also

results on sorting [142] and computing the Pareto front [143] and the

onion decomposition [175]. The use of uncertainty in this model is quite

different from the previously mentioned research.

Some of the aforementioned research uses the probabilistic model

and not the extremal one [5, 33, 54, 61, 146, 176]. Problems on uncertain

terrains [97, 120, 121] have been studied, too. Finally, there are efforts

to visualise uncertain data and solutions to various problems under

uncertainty [203, 214]. Over all, there is a very broad range of results on

geometric computing with uncertainty.

Getting closer to problems on trajectories, there is research on moving

points [62, 66, 104, 105, 106, 191, 202]. The uncertainty model is generally

that we know the location of the point precisely when we query its

location, and otherwise its uncertainty region grows. The main questions

then concern the query strategies to keep the uncertainty under control.

Nevertheless, the flavour is still quite different from trajectory analysis.

In Section 1.3, we bridge the gap and discuss the research into trajectory

analysis under uncertainty.

1.1.3 Uncertainty in Other Areas

Uncertainty is certainly a very broad and vague term, referring to

different concepts in different areas, and it would be unfair to other

disciplines to only describe the efforts made in computational geometry.

The entirety of statistics, for instance, is built on uncertainty: we observe

some data that may or may not be modelled by a given probability

distribution; we can only be certain about this to a certain degree,

expressed with the 𝑝-value of a statistical test. We accept a certain level
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of uncertainty, but we ensure that it is low enough before concluding

our analysis. In statistics, uncertainty is a fundamental concept; if one

were to ignore it, the field would not exist.

A similar attitude towards uncertainty is traced to machine learning

through the Vapnik–Chervonenkis theory. When learning a classifier,

we only use the training data, in the hopes that it represents a real

underlying distribution. We can use statistics to guide us to minimise

the empirical risk, that is, the likelihood of a mistake based on the data

set. For instance, this approach is taken by support vector machines. We

explicitly acknowledge the uncertainty in the area that does not contain

any data points, and model it consciously to reduce its impact.

Uncertainty has also gotten a lot of attention in geographic informa-

tion science and in movement ecology, specifically applied to trajectory

data, as we discuss in Section 1.3.

1.2 Trajectory Analysis and Processing

Having discussed the concept of uncertainty, we now need to cover the

traditional tasks and methods of trajectory analysis that do not explicitly

model uncertainty. In general, a trajectory is a sequence of measurements,

each including a location, a timestamp, and associated data. To simplify

the setting, trajectories stored as discussed in Section 1.1.1 (latitude,

longitude, optionally elevation) are usually projected from the geoid

into the metric space on ℝ2
or ℝ3

equipped with Euclidean distance.

Fortunately, there is usually a fitting projection that keeps subsequent

analysis accurate.

The field of trajectory analysis is vast [91]. In the following overview,

we focus on several important analysis tasks, namely, simplification

(reduce the number of measured points while keeping most of the

information), clustering (organise a set of trajectories into groups),

and map matching (snap a noisy trajectory to a known map). (See

Figure 1.7.) An observant reader will notice that all three tasks heavily

rely on the notion of trajectory similarity, which should capture how

closely two trajectories are related. We discuss similarity measures like

the Hausdorff and the Fréchet distances in detail in Section 1.2.1.
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(a) Simplification. (b) Clustering. (c) Map matching.

Figure 1.7. A common preprocessing task is to simplify a trajectory while

roughly preserving its shape. Other common tasks include clustering and map

matching.

Simplification. Captured trajectory data are naturally quite complex

and noisy. It may be useful to simplify the data for the purposes of con-

serving storage and speeding up analysis and visualisation, by reducing

the number of stored data points without significantly distorting the

trajectory (see Figure 1.7a). This ties in with the question of similarity: to

make sure we do not distort the trajectory too much, one often imposes

a threshold on some similarity measure between the original trajectory

and its simplification.

There are two common ways to approach simplification: either the

points of the simplified trajectory are a subsequence of the original

trajectory, or they are placed freely. All of the work discussed here does

not make special provisions for time, treating trajectories as sequences of

locations. By far the most common approach is to select a subsequence of

the input points, and to measure the deviation between two consecutive

output points and the corresponding subtrajectory, rather than between

the complete input and output curves.

A simple well-known heuristic is the Ramer–Douglas–Peucker al-

gorithm [94, 192]. It implicitly uses the Hausdorff distance to bound the

deviation from the input curve; the approach by Agarwal, Har-Peled,

Mustafa, and Wang [11] uses the Fréchet distance instead to efficiently

compute an approximate solution. Another commonly used algorithm

is due to Imai and Iri [145]: this one provides guarantees on the quality of

the output and can be adapted to use either the Hausdorff or the Fréchet

distance. There are many related approaches [11, 29, 37, 53, 70, 123, 132,

181]. There is also some work on the approaches to simplification [152]

that do not restrict the output to the input points, or that compute the

distances on the complete trajectories [160].
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Clustering. We often get a massive number of trajectories, difficult to

visualise clearly and impossible to analyse manually. However, many

of these may exhibit similar behaviour, so perhaps we do not need to

analyse all trajectories separately, but rather study the behaviour of

groups of trajectories. This problem is called clustering: group the set

of entities into a small number of subsets, so that each subset contains

similar entities (see Figure 1.7b). As you may surmise from the general

phrasing, this problem can be stated on many types of entities, not only

trajectories, as long as the entities live in a suitable metric space.

Indeed, a lot of work on clustering is done on point sets, and it

is widely used in the machine learning community, among others.

Prominent examples of clustering algorithms include many heuristics

for the NP-hard problem of 𝑘-means clustering, as well as the related

𝑘-medians and 𝑘-medoids problems. The goal in each of these problems

is to partition the input into 𝑘 clusters, each with its own centroid. There

are also density-based algorithms, such as DBSCAN [103], that consider

clusters as areas of high density; and hierarchical clustering algorithms

like single-linkage clustering and complete-linkage clustering that create

a hierarchy of clusters bottom-up, merging the clusters closest together

on every level of the hierarchy; the difference lies in how the distance

between clusters is defined. All of these approaches could be easily

adapted for use on trajectories, if each trajectory is represented as a point

in an appropriate metric space.

However, there is also some work targeting trajectory clustering

specifically, for example, work on 𝑘, ℓ -centre clustering, where we pick

a centroid per cluster, like in the 𝑘-medians or 𝑘-means problem, and

ensure that the centroid has complexity at most ℓ , i.e. that the trajectory

has at most ℓ measurements [47, 48, 49, 98]. Finally, there is work

tracking groups (clusters) of moving entities over time, which can be

seen as clustering subtrajectories [44], and work on detecting patterns in

groups of moving points [124].

Map matching. Very often, when working with trajectories, we know

they move on a network. Cars generally drive on roads, aeroplanes follow

air corridors, and trains are bound to the tracks—these are all examples of

entities moving on networks. Even if the data we have collected is noisy,

as long as we know that it comes from an entity moving on a network,

we can handle the uncertainty in the best possible way: by decreasing its
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amount. In other words, even if a measurement is uncertain, we know it

must have been on the network, and this knowledge allows us to make

it significantly more precise. The map-matching problem is as follows:

given a map (network) and a trajectory, both embedded in ℝ2
or ℝ3

,

find a path on the map closest to the trajectory (see Figure 1.7c). Map

matching has received considerable attention, with multiple surveys

comparing approaches on different types of data [19, 71, 138, 164, 212,

217]. Recently, there has also been a host of work using the Fréchet

distance between the trajectory and the candidate paths on the map [22,

35, 69, 79, 80, 128, 201]. It is also possible to combine multiple sources of

extra information, for instance, the map and some physical limitations

on the movement (maximum acceleration, etc.) to decrease uncertainty

even further [88]; and it is possible to connect to the points that are not

directly on the network [26]. We can also look at a related problem of

reconstructing a map based on a set of trajectories [16, 40, 89].

1.2.1 Trajectory Similarity

One of the most fundamental analysis tasks on trajectories is quantifying

their similarity. A similarity measure that effectively captures the

relevant differences between trajectories is essential to further analysis

and processing tasks like simplification or map matching. Furthermore,

we can plug a suitably defined similarity measure into general structures

for e.g. nearest neighbour search or clustering, and thus elegantly reuse

the work done on point sets.

There are many ways to group similarity measures. We list some

common features to consider [205, 209]:

Absolute or relative time and space. Depending on the desired notion

of similarity, we may want to treat trajectories as translation

invariant, that is, we may want to ignore the absolute spatial

separation between them. For example, if we are comparing

handwritten signatures, we do not want to capture the fact that

they were placed in different locations on the page. Similarly, we

may want to treat time as relative rather than absolute if we are

trying to compare paths that people take through a railway station:

we do not necessarily care that one person was there two minutes

later, but we do still care about their speeds. These concepts may
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sometimes be implemented during preprocessing, but other times

they need to be incorporated into the similarity measure.

Incorporating time. Depending on the application, time may be treated

as an extra regular dimension; as a special dimension; or ignored.

Note that treating time as an extra dimension is similar to ignor-

ing it: we just lift the points into one dimension higher. One

simple measure that treats time in a special way is the lock-step
Euclidean distance [209], which computes the total distance between

time-aligned pairs of points; a more sophisticated example is the

Skorokhod distance [180], which captures both the maximum dis-

tance between pairs of points under distorted time, and the needed

time distortion. Most similarity measures used in computational

geometry do not have special provisions for time.

Metric or non-metric. A metric on a set 𝔻 is a function 𝑑 : 𝔻 ×𝔻 → ℝ

satisfying three properties: 𝑑(𝑥, 𝑥) = 0 for any 𝑥 ∈ 𝔻; symmetry,

i.e. 𝑑(𝑥, 𝑦) = 𝑑(𝑦, 𝑥) for any 𝑥, 𝑦 ∈ 𝔻; and triangle inequality,

i.e. 𝑑(𝑥, 𝑦) ≤ 𝑑(𝑥, 𝑦) + 𝑑(𝑦, 𝑧) for any 𝑥, 𝑦, 𝑧 ∈ 𝔻. It is worth

considering whether a similarity measure is a metric—many

similarity measures do not satisfy the triangle inequality, and some

are not symmetric, both limiting the scope of their application.

Discrete or continuous. Some similarity measures are continuous, that

is to say, they operate on the entire inferred path of an object;

others are discrete, so they only take into account distances between

measured points. Discrete measures usually perform poorly if the

sampling is irregular; to apply continuous measures, we need to

interpolate the path between the measurements in some way.

One similarity measure commonly used as a baseline is the Hausdorff
distance [139, Kapitel VIII, § 6]. Defined for subsets of a metric space, it

can be applied to trajectories by treating them as sets of measurements

rather than sequences. Alternatively, with some method to fill in the

gaps between measurements, it can be applied to entire paths treated as

sets. It is a metric; but it does not capture the fact that trajectories are

sequential, thus often giving unnatural results. (See Figure 1.8.)

There are several common similarity measures coming from time

series analysis, loosely related to the edit distance. In the edit distance
on real sequence [82], we traverse the trajectories only considering the

measurements: we may skip the current measurement, adding one edit;
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(a) Hausdorff distance. (b) Fréchet distance.

Figure 1.8. The Hausdorff distance gives unnatural results for trajectories

compared to the Fréchet distance. In this example of dissimilar trajectories, the

Hausdorff distance is much lower than the Fréchet distance.

or we may match it to the current point on the other trajectory, only

adding one edit if the points are too far apart. This measure is robust to

outliers, since skipping points does not incur a prohibitive cost, but it is

a non-metric, because the triangle inequality does not hold.

The longest common subsequence (LCSS) [211], adapted to trajectories,

is a related measure. We traverse the two trajectories and consider points

equivalent if they are close enough to each other in space; the resulting

value is the maximum number of equivalent points. Just like the edit

distance on real sequence, LCSS is robust to outliers, but a non-metric.

Perhaps the most established similarity measure is the dynamic time
warping (DTW) [163], seemingly stemming from speech recognition

techniques. It is a discrete measure, and its main feature is enforced

monotonicity: we traverse the trajectories from start to end, not going

back and not skipping over measurements. Of all the ways to traverse

the trajectories, we pick the one that minimises the sum of all pairwise

distances. Unfortunately, the triangle inequality does not hold for DTW,

so it is also a non-metric. There is also a continuous version of this

measure called continuous dynamic time warping [36, 59] that captures

trajectory similarity fairly naturally, but to date, there are no efficient

algorithms for it in two dimensions or higher.

Finally, the Fréchet distance [114] is similar to DTW, but it instead

minimises the largest distance, it is continuous, and it is a metric,

making it by far the preferred similarity measure. It captures the

sequential nature of trajectories naturally, and it is straightforward

to compute in 𝒪(𝑚𝑛 log𝑚𝑛) time on two trajectories with 𝑚 and 𝑛

measurements, respectively [23, 117]. Further research show that it can

be computed slightly faster [45], and assuming the Strong Exponential
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(a) Fréchet distance. (b) Weak Fréchet distance.

Figure 1.9. For the Fréchet distance and the weak Fréchet distance, we establish

the matchings differently, capturing slightly different notions of similarity.

Time Hypothesis, it cannot be computed or even approximated well

in strongly subquadratic time [39, 60]. However, for several restricted

versions the Fréchet distance can be calculated faster, for example, for

𝑐-packed curves [96], when the edges between the measurements are

long [125], or when the alignment of the curves is restricted [41, 179].

There is also a discrete variant, fittingly called the discrete Fréchet
distance [7, 100], which can be computed in 𝒪(𝑚𝑛 log log 𝑛/log 𝑛) time, faster

than the Fréchet distance, but may yield unexpected results when facing

irregular sampling. Unless SETH fails, it also cannot be approximated

well in strongly subquadratic time [39, 60].

A relaxation where one has to move continuously, but not necessarily

monotonously, is called the weak Fréchet distance [23]. It can be computed

in quadratic time [137], and cannot be approximated well in strongly

subquadratic time unless SETH fails, except in 1D, where a linear-time

algorithm exists [43, 60]. One can define the discrete weak Fréchet

distance in a straightforward way, and it can be computed in quadratic

time as well. See Figure 1.9.

There are many further variants, like the Fréchet distance with

shortcuts [63, 87, 95], the generalised Fréchet distance [136], the Fréchet

gap distance [108, 111], the 𝑘-Fréchet distance [24], or the translation-

invariant Fréchet distance [38, 110]. The Fréchet distance and its variants

have found many applications, not only in trajectory analysis, but also in

the context of protein alignment [147] or handwriting recognition [216].

In this thesis, we focus on the Fréchet distance and its variants. The

reason for that is that it is by far the most natural and useful similarity

measure for trajectories that captures the natural notions of similarity

well and is an easy to compute metric, allowing its efficient use in many

trajectory analysis tasks like the ones listed earlier. We discuss the
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definitions and the standard algorithms in Section 2.3.

1.3 Trajectory Analysis Under Uncertainty

As we have seen, trajectory analysis is a broad area of research, and

there has been a lot of interest in computing under uncertainty. Given

the wealth of work on uncertain point sets in the models of Section 1.1.2,

it is perhaps surprising that there is little comprehensive research into

trajectory analysis using these models.

Measurement uncertainty. For the fundamental problem of trajectory

similarity with uncertain measurements modelled as in Section 1.1.2,

there has been little research prior to this thesis, and we are not even

aware of any work in these models for other trajectory analysis tasks.

Knauer, Löffler, Scherfenberg, and Wolle [154] have considered the

directed Hausdorff distance between imprecise point sets; it can be

applied on trajectories, but Hausdorff distance in general does not

capture the ordering of the measurements, and hence does not reflect

trajectory similarity in a natural way, unlike the Fréchet distance.

Buchin and Sĳben [65] have proposed an algorithm for computing the

discrete Fréchet distance on uncertain points described by probability

distributions. However, they consider a different kind of a problem—

their goal is to determine a Fréchet alignment that maximises the

probability that the distance is below a given threshold. In other words,

the computed value is a lower bound for the probability under our

definition, because some possible uncertain point locations may require

a different alignment.

The discrete Fréchet distance has also been studied in the extremal

model. Ahn, Knauer, Scherfenberg, Schlipf, and Vigneron [18] have

solved the lower bound problem for the discrete Fréchet distance,

where we aim to find the smallest discrete Fréchet distance over all the

possible point locations; Fan and Zhu [109] have shown that the upper

bound problem is NP-hard in some settings. We study multiple related

problems in this thesis.

Uncertainty between measurements. There has been significantly

more research into modelling the uncertainty between measurements.
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The concept of space–time prisms, where the speed of the object between

measurements is assumed to be bounded, has been applied to traject-

ory similarity [64] and to map matching [165]. In disciplines such as

movement ecology and biology, there is a long tradition of using ran-

dom walks, such as Brownian bridges, Ornstein–Uhlenbeck processes,

Wiener processes, or Markov chains. There are many related mod-

els [157] that further build upon these stochastic processes to capture

the relevant information; see a survey [86] for a more detailed overview.

In geographic information science, there is also a substantial body of

work [178, Chapter 5] on analysis in presence of noise [72, 183] and on

interpolation [162], as well as other topics involving uncertainty [83].

1.4 Contributions

We seek to expand the study of algorithms for trajectory analysis that

model uncertainty. We next describe the contributions of this thesis.

First, we discuss trajectory analysis with measurement uncertainty in

Chapters 3 to 5. In particular, we first discuss the natural questions for

the variants of the Fréchet distance in two dimensions in Chapter 3; as

many turn out to be NP-hard, we study the one-dimensional case in

Chapter 4. We then discuss trajectory simplification under uncertainty.

Furthermore, we build upon the traditional view in Chapter 6 to utilise

context in trajectory analysis without modelling uncertainty explicitly,

by doing map matching; finally, we provide some contributions to

visibility in simple polygons under uncertainty in Chapter 7.

In Chapters 3 to 6, we use the Fréchet distance as the base. We

therefore do not make any special provisions for the time stamps. To

make that clear, we talk about uncertain curves rather than uncertain

trajectories. In this thesis, we adopt the distinction that a trajectory has

associated time stamps, but a polygonal curve is simply a sequence of

points in some space and does not treat time in any special way. We

show an example in Figure 1.10.

Similarity of Uncertain Curves in 2D

In Chapter 3, we discuss the extremal questions on the (discrete) Fréchet

distance under uncertainty. In particular, we consider the lower bound
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(0, 0) at 10:01

(1, 1) at 10:05

(0, 2) at 10:07

(2, 4) at 10:12

(a) Trajectory data. (b) Polygonal curve. (c) Imprecise curve.

Figure 1.10. Captured trajectory data is a sequence of measurements with

timestamps. By treating it as a sequence of locations without time having

a special role, we get a polygonal curve. If we capture imprecision at each

measurement, we get an imprecise curve, with a possible true curve shown in

red.

and the upper bound (discrete) Fréchet distance, that is, the smallest and

the largest Fréchet distance for any possible choice of point locations.

There are known algorithmic results for the lower bound discrete

Fréchet distance [18], originally stated for disks as uncertainty regions,

but easily extensible to line segments and to indecisive points. We study

the upper bound Fréchet distance, both the discrete and the continuous

variants, and find that it is NP-hard to decide whether it is above a

given threshold in several models, namely, for indecisive points and

for imprecise points modelled as line segments and as disks. We also

study the lower bound Fréchet distance, showing that it is computable

in polynomial time for indecisive points, but it is NP-hard to decide if it

is below a threshold for imprecision modelled as vertical line segments.

We also consider a probabilistic question: assuming a uniform

distribution over each uncertain point, what is the expected (discrete)

Fréchet distance? It turns out to be #P-hard to answer this question for

indecisive points and for imprecise points modelled using line segments.

This set of hardness results is summarised in Table 1.1.

On the positive side, we present a FPTAS in constant dimension for

computing the lower bound Fréchet distance when Δ/𝛿 is polynomially

bounded, where Δ is a bound on the diameter of an uncertainty region
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Table 1.1. Hardness results for the decision problems in 2D. Ahn et al. [18]

solve the lower bound problem for disks, but their algorithm extends to the

indecisive curves as well as line-segment imprecision.

indecisive

imprecise

disks line segments

DFD

LB polynomial [18] polynomial [18] polynomial [18]

UB NP-complete NP-hard NP-hard

Exp #P-hard — #P-hard

FD

LB polynomial — NP-hard

UB NP-complete NP-hard NP-hard

Exp #P-hard — —

and 𝛿 is the lower bound Fréchet distance of interest. We also show a near-

linear-time 3-approximation for the decision problem with uncertainty

modelled as 𝛿-separated convex regions, which can be turned into a

9-approximation for computing the lower bound Fréchet distance.

For the upper bound and the expected (discrete) Fréchet distance,

we also present polynomial-time algorithms on indecisive curves with

time bands, when the allowed Fréchet matchings are restricted.

Of the results described above, the author has worked on those

pertaining to the upper bound and the expected (discrete) Fréchet

distance, as well as on the algorithm for the lower bound Fréchet

distance on indecisive curves. The results in this chapter are available

in the following publications:

Kevin Buchin, Chenglin Fan, Maarten Löffler, Aleksandr Popov, Benjamin

Raichel, and Marcel Roeloffzen. ‘Fréchet Distance for Uncertain Curves’. In:

ACM Transactions on Algorithms 19.3, 29 (2023). issn: 1549-6325. doi: 10.1145/

3597640.

Kevin Buchin, Chenglin Fan, Maarten Löffler, Aleksandr Popov, Benjamin

Raichel, and Marcel Roeloffzen. ‘Fréchet Distance for Uncertain Curves’. In:

Proceedings of the 47th International Colloquium on Automata, Languages, and Pro-
gramming (ICALP 2020). Ed. by Artur Czumaj, Anuj Dawar, and Emanuela

Merelli. Leibniz International Proceedings in Informatics 168. Wadern, Ger-

many: Schloss Dagstuhl – Leibniz-Zentrum für Informatik, 2020, 20. isbn:

978-3-95977-138-2. doi: 10.4230/LIPIcs.ICALP.2020.20.

https://doi.org/10.1145/3597640
https://doi.org/10.1145/3597640
https://doi.org/10.4230/LIPIcs.ICALP.2020.20
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Table 1.2. Complexity results for the lower bound problems for uncertain

curves in Chapter 4. The upper bound Fréchet distance remains NP-hard.

Fréchet distance weak Fréchet distance

discrete continuous discrete continuous

1D polynomial [18] polynomial NP-hard polynomial

2D polynomial [18] NP-hard (Ch. 3) NP-hard NP-hard

Similarity of Uncertain Curves in 1D

In Chapter 4, we take the problems of the previous chapter to one

dimension. Evidently, any setting where an efficient algorithm exists in

two dimensions is still solvable in polynomial time in one dimension.

For instance, the lower bound Fréchet distance with indecisive curves

can be computed in polynomial time, as well as the lower bound discrete

Fréchet distance with both indecisive and imprecise curves. In this

chapter, we show that, unlike in two dimensions, the Fréchet distance

on imprecise2 curves can be computed in polynomial time.

We also formulate a general approach that leads to exponential-time

algorithms in two dimensions and beyond, but may be helpful in further

delineating the boundary of hardness.

We show that the upper bound (discrete) Fréchet distance remains

NP-hard in one dimension both for indecisive and imprecise curves.

Finally, we study the lower bound weak Fréchet distance. We show

that it can be computed in polynomial time with uncertainty modelled

as intervals in 1D. In contrast, we present an NP-hardness argument for

the lower bound discrete weak Fréchet distance both with indecisive

and imprecise curves. This argument also implies that the continuous

version becomes hard in two dimensions. See Table 1.2 for a summary.

The author has contributed to the results not pertaining to the weak

Fréchet distance. The work in this chapter has been published in:

Kevin Buchin, Maarten Löffler, Tim Ophelders, Aleksandr Popov, Jérôme

Urhausen, and Kevin Verbeek. ‘Computing the Fréchet Distance between

Uncertain Curves in One Dimension’. In: Computational Geometry: Theory &
Applications 109, 101923 (2023). issn: 0925-7721. doi: 10.1016/j.comgeo.2022.

101923.

2
In one dimension, the only reasonable type of imprecision region is an interval.

https://doi.org/10.1016/j.comgeo.2022.101923
https://doi.org/10.1016/j.comgeo.2022.101923
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(a)

(b)

(c)

𝜀

Figure 1.11. (a) An uncertain curve modelled with convex polygons and a

potential realisation. (b) A valid simplification under the Hausdorff distance

with the threshold 𝜀: for every realisation, the subsequence is within Hausdorff

distance 𝜀 from the full sequence. (c) An invalid simplification under the

Hausdorff distance with the threshold 𝜀: there is a realisation for which the

subsequence is not within Hausdorff distance 𝜀 from the full sequence.

Kevin Buchin, Maarten Löffler, Tim Ophelders, Aleksandr Popov, Jérôme

Urhausen, and Kevin Verbeek. ‘Computing the Fréchet Distance between

Uncertain Curves in One Dimension’. In: Proceedings of the 17th International
Symposium on Algorithms and Data Structures (WADS 2021). Ed. by Anna Lubiw,

Mohammad Salavatipour, and Meng He. Lecture Notes in Computer Science

12808. Berlin, Germany: Springer, 2021, pp. 243–257. isbn: 978-3-030-83507-1.

doi: 10.1007/978-3-030-83508-8_18.

Uncertain Curve Simplification

As we discussed earlier, trajectory simplification is an important pro-

cessing step: we may want to reduce storage or improve computation

times of further analyses while keeping the trajectory close to the ori-

ginal data. In Chapter 5, we aim to define what this means under

uncertainty. The particular problem we choose is as follows: find the

shortest subsequence of uncertain points so that no matter what the true

location of each uncertain point is, the resulting polygonal curve is a

valid simplification of the original polygonal curve under the Hausdorff

or the Fréchet distance. We consider this problem with indecisive points

as well as imprecise points modelled as disks, line segments, and convex

polygons. In all the settings, we present polynomial-time algorithms for

this problem. See Figure 1.11.

https://doi.org/10.1007/978-3-030-83508-8_18
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Figure 1.12. Given a map (of Barcelona), we can preprocess it so that, given a

query red trajectory, we efficiently compute the purple path of the map. Map

data from OpenStreetMap [188].

The results of Chapter 5 have been published as:

Kevin Buchin, Maarten Löffler, Aleksandr Popov, and Marcel Roeloffzen. ‘Un-

certain Curve Simplification’. In: Proceedings of the 46th International Symposium
on Mathematical Foundations of Computer Science (MFCS 2021). Ed. by Filippo

Bonchi and Simon J. Puglisi. Leibniz International Proceedings in Informatics

202. Wadern, Germany: Schloss Dagstuhl – Leibniz-Zentrum für Informatik,

2021, 26. isbn: 978-3-95977-201-3. doi: 10.4230/LIPIcs.MFCS.2021.26.

Map-Matching Queries on Low-Density Spanners

In Chapter 6, we take a more traditional approach and study the map-

matching problem on a realistic road network. (See Figure 1.12.) We

show an efficient algorithm that matches an arbitrary noisy trajectory

to a known realistic map. There are somewhat impractical conditional

lower bounds on this problem, even if the map is known in advance.

We circumvent them by imposing practical restrictions on the map that

are satisfied by most real-world maps. We further ensure that the map

complexity does not slow down the analysis by preprocessing the map.

The results of Chapter 6 are also available as:

https://doi.org/10.4230/LIPIcs.MFCS.2021.26
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Kevin Buchin, Maike Buchin, Joachim Gudmundsson, Aleksandr Popov, and

Sampson Wong. Map-Matching Queries under Fréchet Distance on Low-Density
Spanners. Presented at EuroCG 2023, Barcelona, Spain. 2023. url: https://dccg.

upc.edu/eurocg23/wp-content/uploads/2023/05/Booklet_EuroCG2023.

pdf (visited on 01/07/2023).

Segment Visibility Counting Queries in Polygons

In the presence of uncertainty, a typically interesting question is to

determine if two subjects met. Extending the concept leads us to

visibility questions: how likely is it that two objects saw each other? We

study a related problem in simple polygons. Two objects see each other

if and only if there is a line of sight between them unobstructed by the

polygon boundary. Ideally, we would solve this problem in presence

of measurement uncertainty, with some probability distribution on the

regions. Instead, we can sample the probability distributions, getting

indecisive points. If every point has 𝑘 options, we can consider all 𝑘2
line

segments connecting two consecutive points. We can even incorporate

uncertainty between measurements by adding intermediate locations.

If we can count the pairs of such line segments on which the objects

see each other, then we can approximate the probability of them seeing

each other. In Chapter 7, we make an important step in this direction

by showing how to efficiently count the pairs of line segments that are

weakly visible to each other. See Figure 1.13.

The results of Chapter 7 have been published as:

Kevin Buchin, Bram Custers, Ivor van der Hoog, Maarten Löffler, Aleksandr

Popov, Marcel Roeloffzen, and Frank Staals. ‘Segment Visibility Counting

Queries in Polygons’. In: Proceedings of the 33rd International Symposium on
Algorithms and Computation (ISAAC 2022). Ed. by Sang Won Bae and Heejin

Park. Leibniz International Proceedings in Informatics 248. Wadern, Germany:

Schloss Dagstuhl – Leibniz-Zentrum für Informatik, 2022, 58. isbn: 978-3-95977-

258-7. doi: 10.4230/LIPIcs.ISAAC.2022.58.

Other Results

In addition to the results presented in this thesis, the author has worked

on centre-based clustering with continuous dynamic time warping [36]

and on oriented spanners [52].

https://dccg.upc.edu/eurocg23/wp-content/uploads/2023/05/Booklet_EuroCG2023.pdf
https://dccg.upc.edu/eurocg23/wp-content/uploads/2023/05/Booklet_EuroCG2023.pdf
https://dccg.upc.edu/eurocg23/wp-content/uploads/2023/05/Booklet_EuroCG2023.pdf
https://doi.org/10.4230/LIPIcs.ISAAC.2022.58
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𝑝
𝑞

Figure 1.13. We preprocess a simple polygon and the blue line segments so

that we can efficiently count how many are weakly visible to the red query

segment.



CHAPTER 2
Preliminaries

In this chapter, we introduce the notation and the definitions relevant to

the rest of this thesis, as well as recall the definitions and computational

approaches to the (discrete) Fréchet distance.

2.1 Curves

Denote a sequence of points in ℝ𝑑
by 𝜋 = ⟨𝑝1 , . . . , 𝑝𝑛⟩. For only two

points 𝑝, 𝑞 ∈ ℝ𝑑
, we also use 𝑝𝑞 instead of ⟨𝑝, 𝑞⟩. This notation can also

be used if we interpret 𝜋 as a polygonal curve on 𝑛 vertices (of length 𝑛).

It is defined by linearly interpolating between the successive points in

the sequence and can be seen as a continuous function, for 𝑖 ∈ [𝑛 − 1]
and 𝛼 ∈ [0, 1]:

𝜋(𝑖 + 𝛼) = (1 − 𝛼)𝑝𝑖 + 𝛼𝑝𝑖+1 .

Here we use the notation1 [𝑛] def

= {1, 2, . . . , 𝑛} for any 𝑛 ∈ ℕ. Denote

a subsequence of a sequence 𝜋 from index 𝑖 to 𝑗 with 𝜋[𝑖 : 𝑗] =

⟨𝑝𝑖 , 𝑝𝑖+1 , . . . , 𝑝 𝑗⟩. Occasionally we use the notation ⟨𝜋(𝑖) | 𝑖 ∈ 𝐼⟩𝑛
𝑖=1

to

denote a curve built on a subsequence of vertices of 𝜋, where vertices

are only taken if their indices are in set 𝐼. For example, setting 𝐼 =

1
Where relevant, we use ≔ and ≕ to denote assignment,

def

= for equivalent quantities

in definitions or to point out equality by earlier definition, and = in other contexts. We

also use ≡, but we introduce its usage as needed.

28
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{1, 3, 4}, 𝑛 = 5, 𝜋 = ⟨𝑝1 , 𝑝2 , . . . , 𝑝5⟩ means ⟨𝜋(𝑖) | 𝑖 ∈ 𝐼⟩𝑛
𝑖=1

= ⟨𝑝1 , 𝑝3 , 𝑝4⟩.
Where we deem it important to distinguish between points that are a

part of the curve and other points, we denote the polygonal curve by

𝜋 = ⟨𝜋1 ,𝜋2 , . . . ,𝜋𝑛⟩. We denote the concatenation of two sequences 𝜋
and 𝜎 by 𝜋 ⊔ 𝜎; this also naturally defines concatenation of polygonal

curves. Finally, 𝑝 ⊔ 𝑞 (or simply 𝑝𝑞) denotes the line segment between

points 𝑝 and 𝑞. We can generalise this notation:⨆︂
𝑖∈[𝑛]

𝑝𝑖
def

= 𝑝1 ⊔ 𝑝2 ⊔ . . . ⊔ 𝑝𝑛 = ⟨𝑝1 , 𝑝2 , . . . , 𝑝𝑛⟩ ≡ 𝜋 .

We also introduce the notation for the order of points along a curve.

Let 𝑝 ≔ 𝜋(𝑎) and 𝑞 ≔ 𝜋(𝑏) for some 𝑎, 𝑏 ∈ [1, 𝑛]. Then 𝑝 ≺ 𝑞 iff 𝑎 < 𝑏,

𝑝 ≼ 𝑞 iff 𝑎 ≤ 𝑏, and 𝑝 ≡ 𝑞 iff 𝑎 = 𝑏. Note that we can have 𝑝 = 𝑞 for

𝑎 ≠ 𝑏 if the curve intersects itself.

Given two points 𝑝, 𝑞 ∈ ℝ𝑑
, denote their Euclidean distance by ∥𝑝−𝑞∥.

Throughout the thesis, we treat the dimension 𝑑 as a small constant. For

two compact sets 𝑋,𝑌 ⊂ ℝ𝑑
, denote their distance by

∥𝑋 − 𝑌∥ def

= min

𝑥∈𝑋,𝑦∈𝑌
∥𝑥 − 𝑦∥ .

Finally, given points 𝑝, 𝑞, 𝑟 ∈ ℝ𝑑
, define the distance from 𝑝 to the

segment 𝑞𝑟 as 𝑑(𝑝, 𝑞𝑟) def

= min𝑡∈𝑞𝑟 ∥𝑝 − 𝑡∥.

2.2 Uncertainty

An uncertainty region 𝑈 ⊂ ℝ𝑑
describes a possible location of a true

point: it has to be inside the region, but there is no information as to

where exactly. A realisation 𝑝 of such a point is one of the points from

the region 𝑈 . When needed we assume the realisations are drawn

from 𝑈 according to a known probability distribution ℙ. We denote

the diameter of any compact set (e.g. an uncertain point) 𝑈 ⊂ ℝ𝑑
by

diam(𝑈) def

= max𝑝,𝑞∈𝑈 ∥𝑝 − 𝑞∥.
We use several uncertainty models, so the regions𝑈 are of different

shape. An indecisive point is a form of an uncertain point where the

uncertainty region is represented as a discrete set of points, and the

true point is one of them: 𝑈 = {𝑝1 , . . . , 𝑝𝑘}, with 𝑘 ∈ ℕ and 𝑝 𝑖 ∈ ℝ𝑑
for

all 𝑖 ∈ [𝑘]. Imprecise points are modelled with uncertainty regions that
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are compact connected sets. In particular, we consider line segments, balls,
referred to as disks in two dimensions, and polygonal closed convex sets.
We denote a line segment between 𝑝, 𝑞 ∈ ℝ𝑑

with 𝑆(𝑝, 𝑞). We denote a

ball with the centre 𝑐 ∈ ℝ𝑑
and the radius 𝑟 ∈ ℝ+

as 𝐷(𝑐, 𝑟). Formally,

𝐷(𝑐, 𝑟) def

= {𝑝 ∈ ℝ𝑑 | ∥𝑝 − 𝑐∥ ≤ 𝑟}. We define a polygonal closed convex set
(PCCS) as a closed convex set with bounded area that can be described

as the intersection of a finite number of closed half-spaces. Note that

this definition includes both convex polygons and line segments (in 2D).

Given a PCCS𝑈 , let𝑉(𝑈) denote the set of vertices of𝑈 , i.e. the vertices

of a convex polygon or the endpoints of a line segment.

2.3 Fréchet Distance

The Fréchet distance is often described through an analogy with a person

and a dog walking along their respective curves without backtracking,

where the Fréchet distance is the shortest leash needed for such a walk.

Formally, consider a set of reparametrisations Φℓ of length ℓ , defined

as continuous non-decreasing surjective functions 𝜙 : [0, 1] → [1, ℓ ].
Given two polygonal curves 𝜋 and 𝜎 of lengths 𝑚 and 𝑛, respectively,

and the corresponding reparametrisations 𝜙1 ∈ Φ𝑚 and 𝜙2 ∈ Φ𝑛 , define

cost

𝜙1 ,𝜙2

(𝜋, 𝜎) = max

𝑡∈[0,1]
∥𝜋(𝜙1(𝑡)) − 𝜎(𝜙2(𝑡))∥ .

We call the pair 𝜇 = (𝜙1 , 𝜙2) an alignment or a matching.
The cost represents the maximum distance between two points

traversing the curves from start to end according to 𝜙1 and 𝜙2 (which

allow varying speed, but no backtracking). The Fréchet distance 𝑑F(𝜋, 𝜎)
is defined as the minimum possible cost over all such traversals:

𝑑F(𝜋, 𝜎)
def

= inf

𝜙1∈Φ𝑚 ,𝜙2∈Φ𝑛

cost

𝜙1 ,𝜙2

(𝜋, 𝜎)

= inf

𝜙1∈Φ𝑚 ,𝜙2∈Φ𝑛

max

𝑡∈[0,1]
∥𝜋(𝜙1(𝑡)) − 𝜎(𝜙2(𝑡))∥ .

In the person–dog analogy for the Fréchet distance, the best choice

of reparametrisations means that the person and the dog choose the

best speed, and the leash length is then the largest needed leash length

during the walk.

The discrete Fréchet distance 𝑑dF(𝜋, 𝜎) is defined similarly, except that

we do not traverse the edges of the curves, but jump from one vertex to
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(1, 1)
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(4, 4)
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(0, 2)
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(3, 2)
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Figure 2.1. Left: Discrete Fréchet distance, with an optimal coupling shown in

dashed red lines. Right: Fréchet distance, where the dashed blue lines indicate

the specific values for an optimal alignment 𝜙1, 𝜙2.

the next on one or both curves. We define a valid coupling as a sequence

𝑐 = ⟨(𝑝1 , 𝑞1), . . . , (𝑝𝑟 , 𝑞𝑟)⟩ of pairs from [𝑚] × [𝑛] where (𝑝1 , 𝑞1) = (1, 1),
(𝑝𝑟 , 𝑞𝑟) = (𝑚, 𝑛), and, for any 𝑖 ∈ [𝑟 − 1], we have

(𝑝𝑖+1 , 𝑞𝑖+1) ∈ {(𝑝𝑖 + 1, 𝑞𝑖), (𝑝𝑖 , 𝑞𝑖 + 1), (𝑝𝑖 + 1, 𝑞𝑖 + 1)} .

Let 𝒞 be the set of all valid couplings on curves of lengths 𝑚 and 𝑛; then

𝑑dF(𝜋, 𝜎)
def

= inf

𝑐∈𝒞
max

𝑠∈[|𝑐 |]
∥𝜋(𝑝𝑠) − 𝜎(𝑞𝑠)∥ ,

where 𝑐𝑠 = (𝑝𝑠 , 𝑞𝑠) for all 𝑠 ∈ [|𝑐 |]. This variant can be seen as minimising

the cost over all discrete matchings, restricted to vertices. Both distances

are illustrated in Figure 2.1.

We also define the weak Fréchet distance 𝑑wF(𝜋, 𝜎) as

𝑑wF(𝜋, 𝜎)
def

= inf

weak matching 𝜇
cost

𝜇
(𝜋, 𝜎) ,

where the weak matching is not a pair of reparametrisations, but a

path (𝛼, 𝛽) : [0, 1]2 → [1, 𝑚] × [1, 𝑛], with 𝛼(0) = 1, 𝛼(1) = 𝑚 and

𝛽(0) = 1, 𝛽(1) = 𝑛.

Computing the discrete Fréchet distance. We recall the standard

dynamic programming approach by Eiter and Mannila [100]. The
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Table 2.1. Left: Distance matrix on vertices for the example of Figure 2.1. Right:

Dynamic program for the discrete Fréchet distance, filled from the bottom left

corner. Rows correspond to points from the left trajectory, columns—to points

from the right trajectory. The optimal path is marked in grey.
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algorithm is deduced in a standard manner from the following recursion:

𝑑dF(𝜋[1 : 𝑖 + 1], 𝜎[1 : 𝑗 + 1]) =max(∥𝜋(𝑖 + 1) − 𝜎(𝑗 + 1)∥ ,
min(𝑑dF(𝜋[1 : 𝑖], 𝜎[1 : 𝑗]),

𝑑dF(𝜋[1 : 𝑖 + 1], 𝜎[1 : 𝑗]),
𝑑dF(𝜋[1 : 𝑖], 𝜎[1 : 𝑗 + 1]))) .

That is, the discrete Fréchet distance is the maximum of the distance

of the newly added element in the coupling and the value that was

considered best previously. Due to the coupling restrictions, there

are only three possible subproblems that we need to consider, and we

may choose the best of them, thus obtaining the recursion above. It is

straightforward to turn it into a dynamic program.

Table 2.1 shows the distance matrix and the computation of the

discrete Fréchet distance for the example of Figure 2.1. Each cell of the

table on the right shows the value of the discrete Fréchet distance so far;

the final result can be read out from the top right corner of the table,

and the coupling that yields this result can be read from the sequence of

grey cells. Notice that the table shows the same coupling as Figure 2.1.

Given two trajectories of lengths 𝑚 and 𝑛 in two dimensions, this

approach takes Θ(𝑚𝑛) time. More recently, Agarwal et al. [7] presented

an algorithm that computes the discrete Fréchet distance in time 𝒪(𝑚𝑛 ·
log log 𝑛/log 𝑛) in two dimensions, for 𝑚 ≤ 𝑛. However, it is rather complex

and does not help the intuition about the problems discussed in this

thesis, so we will not go into further detail. The decision version of the

problem can be solved in a similar fashion, but propagating boolean

values instead.
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(0, 0)

(0, 1)

(0, 2)
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(2, 0)

(1, 1)

(3, 2)

(4, 4)

Figure 2.2. Left: Visualisation of the Fréchet distance. Right: Free-space

diagram for the threshold 𝜀 = 2.15. One can draw a monotone path from

the lower left corner to the upper right corner of the diagram, so the Fréchet

distance between the trajectories is below the threshold.

Computing the Fréchet distance. One can use a similar approach

to solve the decision version of the Fréchet distance problem with

threshold 𝛿, except now we have free and blocked areas within each

cell of the table rather than simply having a boolean value in each cell.

The resulting table is called a free-space diagram. It is a two-dimensional

diagram on [1, 𝑚] × [1, 𝑛], where each point (𝑥, 𝑦) corresponds to the

pair (𝜋(𝑥), 𝜎(𝑦)). The point (𝑥, 𝑦) is free if and only if ∥𝜋(𝑥) − 𝜎(𝑦)∥ ≤ 𝛿.

The free space is the collection of all the free points.

On polygonal curves, each cell becomes an intersection of an ellipse

with the cell, with the inside of the ellipse being free. The answer to

the problem is True if and only if there is a monotone path from the

bottom left corner to the top right corner of the free-space diagram.

A free-space diagram for the example of the two polygonal curves of

Figure 2.1 is shown in Figure 2.2. Algorithmically this can be checked

by keeping the open intervals on the edges of the cells, i.e. the white

segments on the cell borders shown in Figure 2.2. The algorithm then

runs in time Θ(𝑚𝑛). For further details, the reader is invited to consult

the work by Alt and Godau [23, 117], or the work by Buchin et al. [45]

that describes a slightly faster approach.

2.4 Uncertain Curves and Distances

We call a sequence of uncertainty regions an uncertain curve: 𝒰 =

⟨𝑈1 , . . . , 𝑈𝑛⟩. If we pick a point from each uncertainty region of 𝒰 ,
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we get a polygonal curve 𝜋 that we call a realisation of 𝒰 , denoting it

with 𝜋 ⋐ 𝒰 . That is, if for some 𝑛 ∈ ℕ we have 𝜋 = ⟨𝑝1 , . . . , 𝑝𝑛⟩ and

𝒰 = ⟨𝑈1 , . . . , 𝑈𝑛⟩, then 𝜋 ⋐ 𝒰 if and only if 𝑝𝑖 ∈ 𝑈𝑖 for all 𝑖 ∈ [𝑛]. We

denote the set of all realisations of an uncertain curve 𝒰 by Real(𝒰). In

a probabilistic setting, we write 𝜋 ⋐ℙ 𝒰 to denote that each point of 𝜋
gets drawn from the corresponding uncertainty region independently

according to distribution ℙ.

For uncertain curves 𝒰 and 𝒱, define the upper bound, the lower

bound, and the expected discrete Fréchet distance as

𝑑max

dF
(𝒰 ,𝒱) = max

𝜋⋐𝒰 ,𝜎⋐𝒱
𝑑dF(𝜋, 𝜎) ,

𝑑min

dF
(𝒰 ,𝒱) = min

𝜋⋐𝒰 ,𝜎⋐𝒱
𝑑dF(𝜋, 𝜎) ,

𝑑
𝔼(ℙ)
dF

(𝒰 ,𝒱) = 𝔼𝜋⋐ℙ𝒰 ,𝜎⋐ℙ𝒱[𝑑dF(𝜋, 𝜎)] .

We extend the definitions to the continuous Fréchet distance 𝑑max

F
,

𝑑min

F
, 𝑑

𝔼(ℙ)
F

using 𝑑F:

𝑑max

F
(𝒰 ,𝒱) = max

𝜋⋐𝒰 ,𝜎⋐𝒱
𝑑F(𝜋, 𝜎) ,

𝑑min

F
(𝒰 ,𝒱) = min

𝜋⋐𝒰 ,𝜎⋐𝒱
𝑑F(𝜋, 𝜎) ,

𝑑
𝔼(ℙ)
F

(𝒰 ,𝒱) = 𝔼𝜋⋐ℙ𝒰 ,𝜎⋐ℙ𝒱[𝑑F(𝜋, 𝜎)] .

For the weak Fréchet distance, we only use the lower bounds in this

thesis, but the other definitions can be made in a similar way.

𝑑min

dwF
(𝒰 ,𝒱) = min

𝜋⋐𝒰 ,𝜎⋐𝒱
𝑑dwF(𝜋, 𝜎) ,

𝑑min

wF
(𝒰 ,𝒱) = min

𝜋⋐𝒰 ,𝜎⋐𝒱
𝑑wF(𝜋, 𝜎) .

If the distribution is clear from the context, we write 𝑑𝔼
F

and 𝑑𝔼
dF

. The

definitions above also apply if one of the curves is precise, as a precise

curve is a special case of an uncertain curve.



CHAPTER 3
Similarity of Uncertain

Curves in 2D

For many trajectory analysis tasks, it is imperative that we establish

a trajectory similarity measure that captures the appropriate features

of the trajectories. In Section 1.2.1, we have argued that the Fréchet

distance is a suitable metric for this. We have also argued that it would be

beneficial to consider such fundamental constructions under uncertainty.

In this and the next chapter, we bridge the gap by studying the Fréchet

distance under uncertainty.

As we have already defined it in Section 1.4, a trajectory is a sequence

of measured locations with associated time stamps. The Fréchet distance

does not have special provisions for time, so we may turn the time into

a regular dimension or ignore it completely; either way, we obtain a

sequence of locations in some space. For the purposes of this chapter,

assume we have a sequence of locations in ℝ2
. Such a sequence without

explicit time stamps is referred to as a polygonal curve. An uncertain curve
is a sequence of uncertain points.

Each uncertain point is a set of potential locations. Recall the types of

models for uncertain points introduced in Section 1.1.2. In this chapter,

we consider the extremal questions in the indecisive and the imprecise
models. In the indecisive model, each point is a finite set of potential

35
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locations, and in the imprecise model, each point is a compact connected

region. A realisation of a set of uncertain points is a selection of one point

from each uncertain point. When asking extremal questions, the goal

is typically to compute the realisation of a set of uncertain points that

minimises or maximises some quantity (e.g. area, distance, perimeter)

of some underlying geometric structure (e.g. convex hull, Euclidean

minimum spanning tree). See Section 1.1.2 for a detailed overview of

such problems.

Here we consider both the continuous and discrete Fréchet distance

for uncertain curves. Our uncertain input is given as a sequence of

regions, from which a polygonal curve is realised by selecting one point

from each region. Our goal is to find, for a given pair of uncertain curves,

the upper bound, the lower bound, and the expected Fréchet distance,

where the upper (resp. lower) bound Fréchet distance is the maximum

(resp. minimum) distance over any realisation. For the expected Fréchet

distance, we assume a probability distribution is provided that describes

how each vertex on a curve is chosen from the region.

Previous work. There has been surprisingly little work using these un-

certainty models in curve and trajectory analysis. Buchin and Sĳben [65]

have studied the discrete Fréchet distance for uncertain points modelled

by a probability distribution. However, their problem is quite different

from our variant: they show how to compute the distance distribution

for a fixed coupling between the two curves and then solve the problem

of finding the optimal coupling that achieves a given Fréchet distance.

We look at the problem with the different order of quantifiers: we know

how to find the optimal coupling for any realisation and want to find

‘optimal’ realisations yielding a certain distance.

Previously, Ahn et al. [18] considered the lower bound problem as

we define it for the discrete Fréchet distance, giving a polynomial-time

algorithm for uncertain points modelled by balls or hyperrectangles

in constant dimension. The authors also gave efficient approximation

algorithms for the discrete upper bound Fréchet distance for uncertain

inputs, where the approximation factor depends on the spread of the

region diameters or how well-separated they are. Subsequently, Fan

and Zhu showed that the discrete upper bound Fréchet distance is

NP-hard for uncertain inputs modelled as thin rectangles [109]. To our
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Table 3.1. Hardness results for the decision problems in this chapter. Ahn et

al. [18] solve the lower bound problem for disks, but their algorithm extends to

the indecisive curves as well as to line-segment imprecision. DFD and FD stand

for the (discrete) Fréchet distance; LB, UB, and Exp refer to the lower bound,

the upper bound, and the expected value, respectively.

indecisive

imprecise

disks line segments

DFD

LB Polynomial [18] Polynomial [18] Polynomial [18]

UB NP-complete NP-hard NP-hard

Exp #P-hard — #P-hard

FD

LB Polynomial — NP-hard

UB NP-complete NP-hard NP-hard

Exp #P-hard — —

knowledge, we are the first to consider either variant for the continuous

Fréchet case, and the first to consider the expected Fréchet distance.

Contributions. In this chapter, we present an extensive study of the

Fréchet distance for uncertain curves in two (and higher) dimensions.

We provide a wide range of hardness results and present several ap-

proximations and polynomial-time solutions to restricted versions. We

are the first to consider the continuous Fréchet distance in the uncertain

setting, as well as the first to consider the expected Fréchet distance.

On the negative side, we present a plethora of hardness results

(see Table 3.1; details follow in Section 3.1). The hardness of the

lower bound case is curious: while the discrete Fréchet distance on

imprecise inputs [18] and, as we prove, continuous Fréchet distance on

indecisive inputs both permit a simple dynamic programming solution,

the continuous Fréchet distance problem on imprecise input has just

enough (literal) wiggle room to show NP-hardness by reduction from

SubsetSum. In Chapter 4, we explore this in 1D and find a similar

dichotomy for the weak Fréchet distance.

We complement the lower bound hardness result by two approxima-

tion algorithms (Section 3.2). The first is a FPTAS for general uncertain

curves in constant dimension when the ratio between the diameter of the

uncertain points and the lower bound Fréchet distance is polynomially
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bounded. The second is a 3-approximation for separated imprecise

curves, but uses a simpler greedy approach that runs in near-linear time.

The NP-hardness of the upper bound by a reduction from CNF-

SAT is less surprising, but requires a careful set-up and analysis of the

geometry to then extend it to a reduction from #CNF-SAT to the expected

(discrete or continuous) Fréchet distance under the uniform distribution.

However, by adding the common constraint that the alignment between

the curves needs to stay within a Sakoe–Chiba [194] band of constant

width (see Section 3.3 for definition and results), we can solve these

problems in polynomial time for indecisive curves. Sakoe–Chiba bands

are frequently used for time-series data [32, 151, 194] and trajectories [41,

93], when the alignment should (or is expected to) not vary too much

from a certain ‘natural’ alignment.

3.1 Hardness Results

In this section, we first present the hardness results for the upper bound

and the expected value of the continuous and the discrete Fréchet

distance for indecisive and imprecise curves. We then prove hardness

of finding the lower bound continuous Fréchet distance on imprecise

curves. Refer to Chapter 2 for the relevant definitions and notation.

3.1.1 Upper Bound and Expected Fréchet Distance

We present proofs of NP-hardness and #P-hardness for the upper bound

and the expected Fréchet distance for both indecisive and imprecise

curves by showing polynomial-time reductions from CNF-SAT (satis-

fiability of a boolean formula) and #CNF-SAT (its counting version).

We consider the upper bound problem for indecisive curves and then

illustrate how the construction can be used to show #P-hardness for

the expected Fréchet distance (both discrete and continuous). We then

demonstrate how the construction can be adapted to show hardness for

imprecise curves. All our constructions are in two dimensions.

Upper Bound Fréchet Distance: Basic Construction

Define the following problem.
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Problem 3.1. Upper Bound Discrete Fréchet: Given two uncertain

curves 𝒰 and 𝒱 and a threshold 𝛿 ∈ ℝ+
, decide if 𝑑max

dF
(𝒰 ,𝒱) > 𝛿.

We can similarly define its continuous counterpart, using 𝑑max

F

instead.

Problem 3.2. Upper Bound Continuous Fréchet: Given two uncertain

curves 𝒰 and 𝒱 and a threshold 𝛿 ∈ ℝ+
, decide if 𝑑max

F
(𝒰 ,𝒱) > 𝛿.

We first give some extra definitions to make the proofs clearer.

Suppose we are given a CNF-SAT formula 𝐶 with

𝐶 =
⋀︂
𝑖∈[𝑛]

𝐶𝑖 , 𝐶𝑖 =
⋁︂
𝑗∈𝐽𝑖

𝑥 𝑗 ∨
⋁︂
𝑘∈𝐾𝑖

¬𝑥𝑘 for all 𝑖 ∈ [𝑛].

Here 𝑛 and 𝑚 are the numbers of clauses and variables, respectively,

𝑥 𝑗 for any 𝑗 ∈ [𝑚] is a boolean variable, and 𝐽𝑖 ⊆ [𝑚], 𝐾𝑖 ⊆ [𝑚] \ 𝐽𝑖 for

all 𝑖 ∈ [𝑛] are sets of relevant variable indices. Such a variable may be

assigned ‘true’ or ‘false’; an assignment is a function 𝑎 : {𝑥1 , . . . , 𝑥𝑚} →
{True, False} that assigns a value to each variable, 𝑎(𝑥 𝑗) = True or

𝑎(𝑥 𝑗) = False for any 𝑗 ∈ [𝑚]. We denote by𝐶[𝑎] the result of substituting

𝑥 𝑗 ↦→ 𝑎(𝑥 𝑗) in 𝐶 for all 𝑗 ∈ [𝑚] As an aid to the reader, the problem we

reduce from is as follows.

Problem 3.3. CNF-SAT: Given a CNF-SAT formula 𝐶, decide if there is

an assignment 𝑎 such that 𝐶[𝑎] = True.

We pick some value 0 < 𝜀 < 0.25.1 Construct a variable curve, where

each variable corresponds to an indecisive point with locations (0, 0.5+𝜀)
and (0,−0.5 − 𝜀); the locations are interpreted as assigning the variable

True and False. Any realisation of the curve corresponds to a variable

assignment.

Intuitively, one curve encodes the variables, and the other encodes the

structure of the formula. We define a variable gadget on a variable curve

to encode the value of a boolean variable; and we define assignment

gadgets on the other curve to encode the literals 𝑥 and ¬𝑥 occurring in

the formula. The gadgets interact with each other, so if a literal is true,

the distance is large. The assignment gadgets have positions for ‘true’,

‘false’, and ‘do not care’ values, the latter being used to skip a variable

1
This range is determined by the relative distances in the construction.
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unused in a clause. We repeat the construction for each variable on both

curves with some synchronisation enforcement, constructing a variable

clause gadget and an assignment clause gadget, so the distance is large

if the clause is satisfied by setting the variables in a specific way. Finally,

we construct the full variable curve and the clause curve. Here the goal

is that we have a single copy of variables that can be assigned True or

False; and we can choose which clause we want to align with them. The

other clauses are caught by extra points on the variable curve so as to not

affect the distance. Some clauses are not satisfied, and they will yield a

small distance; others are satisfied and yield a large distance; so since

we can choose the clause freely, we only get a large distance between

complete curves if all the clauses give a large distance, so all are satisfied,

and so is the formula. Finding the upper bound Fréchet distance now

corresponds to finding the realisation of the points that achieves the

large distance, or finding the truth assignment of the variables that

satisfies the formula. We show the locations used by the gadgets and

their nesting in Figure 3.1. We present an example construction for a

specific formula and a realisation in Figure 3.2, highlighting also the

possible alignment options between the clause curve and the variable

curve and the resulting distances. Next, we define the gadgets formally

level by level and prove that the distances are correct.

Literal level. Define a variable gadget, where an indecisive point corres-

ponds to a variable and is followed by a precise point far away, to force

synchronisation with the other curve:

VG𝑗 = {(0, 0.5 + 𝜀), (0,−0.5 − 𝜀)} ⊔ (2, 0) .

Consider a specific clause 𝐶𝑖 of the formula. We define an assignment
gadget AG𝑖 , 𝑗 for each variable 𝑥 𝑗 and clause 𝐶𝑖 depending on how the

variable occurs in the clause.

AG𝑖 , 𝑗 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(0,−0.5) ⊔ (1, 0) if 𝑥 𝑗 is a literal of 𝐶𝑖 ,

(0, 0.5) ⊔ (1, 0) if ¬𝑥 𝑗 is a literal of 𝐶𝑖 ,

(0, 0) ⊔ (1, 0) otherwise.

Note that if the assignment 𝑥 𝑗 = True makes the clause 𝐶𝑖 true, then the

first precise point of the corresponding assignment gadget appears at
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ACG
AG

(0, 0)
(0, 0.5)

(0,−0.5)
(1, 0)(−1, 0)

VCG
VG(0, 0.5 + 𝜀)

(0,−0.5 − 𝜀)
(2, 0)(−2, 0)

Figure 3.1. Illustration of the gadgets used in the basic construction. Assign-

ment gadgets are repeated to make up the assignment clause gadgets; they are

repeated to make up the clause curve. Variable gadgets are repeated to make

up the variable clause gadget; it is prepended and appended by (0, 0) to make

up the variable curve.

distance 1 + 𝜀 from the realisation corresponding to setting 𝑥 𝑗 = True of

the indecisive point in VG𝑗 .

We now show the relation between the gadgets. To do so, we intro-

duce the one-to-one coupling as a valid coupling 𝑐 = ⟨(𝑝1 , 𝑞1), . . . , (𝑝𝑟 , 𝑞𝑟)⟩,
where the coupling is restricted to (𝑝𝑠+1 , 𝑞𝑠+1) = (𝑝𝑠 + 1, 𝑞𝑠 + 1) for all

𝑠 ∈ [𝑟 − 1]. Necessarily, such a coupling only exists for curves of equal

length.

Lemma 3.4. Suppose we are given a clause 𝐶𝑖 and a variable 𝑥 𝑗 that both occur
in a CNF-SAT formula 𝐶, and we restrict the set of valid couplings 𝒞 to only
contain one-to-one couplings. We only get the discrete Fréchet distance equal to
1 + 𝜀 if the realisation of VG𝑗 we pick corresponds to the assignment of 𝑥 𝑗 that
ensures the clause 𝐶𝑖 is satisfied; otherwise, the discrete Fréchet distance is 1.
In other words, if we consider 𝜋 ⋐ VG𝑗 that corresponds to setting 𝑎(𝑥 𝑗), then

𝑑dF(𝜋,AG𝑖 , 𝑗) =
{︄

1 + 𝜀 if assigning 𝑥 𝑗 satisfies 𝐶𝑖 ,
1 otherwise.
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(0, 0)
(−2, 0)

(0, 0.5 + 𝜀)

(2, 0)

(0, 0.5 + 𝜀)

(2, 0)

(0,−0.5 − 𝜀)

(2, 0) (0, 0)

(−1, 0)

(0,−0.5)

(1, 0)
(0, 0)

(1, 0)

(0,−0.5)

(1, 0)

(−1, 0)

(0, 0.5)

(1, 0)

(0,−0.5)

(1, 0)

(0, 0.5)

(1, 0)

(−1, 0)

(0,−0.5)

(1, 0)

(0, 0.5)

(1, 0)
(0, 0)

(1, 0)

𝐶1

𝐶1

𝐶1

𝐶2

𝐶2

𝐶2

𝐶3

𝐶3

𝐶3

VC

Figure 3.2. Realisation of VC for the assignment 𝑥1 = True, 𝑥2 = True,

𝑥3 = False and CC for the formula 𝐶 = (𝑥1∨𝑥3)∧(¬𝑥1∨𝑥2∨¬𝑥3)∧(𝑥1∨¬𝑥2). We

show the variable curve; and three times the clause curve, since we have three

feasible options for matching the curves, corresponding to the three clauses.

The other clauses are matched to (0, 0) and are collapsed to a point in the

figure. Note that 𝐶 = True with the given variable assignment. Also note that

we can choose any of 𝐶1, 𝐶2, 𝐶3 to couple to VC; we always get the bottleneck

distance of 1 + 𝜀, as all three are satisfied, so here 𝑑
dF

(VC,CC) = 1 + 𝜀.
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Proof. First of all, observe that as we only consider one-to-one couplings,

the second points of both gadgets must be coupled; the distance between

them is ∥(2, 0) − (1, 0)∥ = 1; thus, the discrete Fréchet distance between

the curves must be at least 1.

Now consider the possible realisations of VG𝑗 . Say, we pick the

realisation (0, 0.5 + 𝜀) ⊔ (2, 0), which corresponds to assigning 𝑎(𝑥 𝑗) =
True. If 𝑥 𝑗 is a literal of𝐶𝑖 , so𝐶𝑖[𝑎] = True, then by construction we know

that AG𝑖 , 𝑗 is (0,−0.5) ⊔ (1, 0). Since we consider only the one-to-one

couplings, we must couple the first points together, yielding the distance

∥(0, 0.5 + 𝜀) − (0,−0.5)∥ = 1 + 𝜀 > 1, so the discrete Fréchet distance in

this case is 1 + 𝜀, and indeed we picked the assignment that ensures

that 𝐶𝑖 is satisfied. If instead ¬𝑥 𝑗 is a literal of 𝐶𝑖 , so 𝐶𝑖[𝑎] = False,

then we know that AG𝑖 , 𝑗 is (0, 0.5) ⊔ (1, 0), and it is easy to see that,

as ∥(0, 0.5 + 𝜀) − (0, 0.5)∥ = 𝜀 < 1, we get the discrete Fréchet distance

of 1, and that we picked an assignment that does not ensure that 𝐶𝑖 is

satisfied.

A symmetric argument can be applied when we consider the real-

isation (0,−0.5 − 𝜀) ⊔ (2, 0) for VG𝑗 : if ¬𝑥 𝑗 is a literal of 𝐶𝑖 , then we get

the discrete Fréchet distance of 1 + 𝜀 and we picked an assignment that

surely satisfies 𝐶𝑖 .

Finally, consider the case when AG𝑖 , 𝑗 = (0, 0)⊔(1, 0). This implies that

assigning a value to 𝑥 𝑗 has no effect on 𝐶𝑖 , i.e. a literal involving 𝑥 𝑗 does

not occur in 𝐶𝑖 , so neither assignment (and neither realisation of VG𝑗)

would ensure that 𝐶𝑖 is satisfied. Also observe that ∥(0, 0.5+𝜀)−(0, 0)∥ =
∥(0,−0.5−𝜀)−(0, 0)∥ = 0.5+𝜀 < 1, so both realisations yield the discrete

Fréchet distance of 1.

So, we can conclude that we get the distance 1 + 𝜀 if and only if the

partial assignment of a value to 𝑥 𝑗 ensures that 𝐶𝑖 is satisfied; otherwise,

we get the distance 1. □

Clause level. We can repeat the construction, yielding a variable clause
gadget and an assignment clause gadget:

VCG = (−2, 0) ⊔
⨆︂
𝑗∈[𝑚]

VG𝑗 , ACG𝑖 = (−1, 0) ⊔
⨆︂
𝑗∈[𝑚]

AG𝑖 , 𝑗 .

Consider the Fréchet distance between the two gadgets. Observe that

coupling a synchronisation point from one gadget with a non-synchro-

nisation point in the other yields a distance larger than 1 + 𝜀, whereas
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coupling synchronisation points pairwise and non-synchronisation

points pairwise will yield the distance at most 1+ 𝜀. So we only consider

one-to-one couplings, i.e. we couple point 𝑖 on one curve to point 𝑖 on

the other curve, for all 𝑖.

Now if a realisation corresponds to a satisfying assignment, then

for some 𝑥 𝑗 , we have picked the realisation that is opposite from the

coupled point on the clause curve, yielding the bottleneck distance of

1 + 𝜀. If the realisation corresponds to a non-satisfying assignment,

then the synchronisation points establish the bottleneck, yielding the

distance 1. So we can clearly distinguish between a satisfying and a

non-satisfying assignment for a clause. It is crucial now that we show

the following.

Lemma 3.5. Given a CNF-SAT formula 𝐶 containing some clause 𝐶𝑖 and 𝑚
variables 𝑥1 , . . . , 𝑥𝑚 , consider curves 𝛼1 ⊔ VCG ⊔ 𝛼′

1
and 𝛼2 ⊔ ACG𝑖 ⊔ 𝛼′

2

for arbitrary precise curves 𝛼1, 𝛼′
1
, 𝛼2, 𝛼′

2
with |𝛼1 | = 𝑘 and |𝛼2 | = 𝑙. If

an optimal coupling between 𝛼1 ⊔ VCG ⊔ 𝛼′
1

and 𝛼2 ⊔ ACG𝑖 ⊔ 𝛼′
2

for any
realisation of VCG has a pair (𝑘 + 1, 𝑙 + 1), then there is an optimal coupling
that has pairs (𝑘 + 𝑠, 𝑙 + 𝑠) for all 𝑠 ∈ [2𝑚 + 1], i.e. there is an optimal coupling
that is one-to-one for any realisation of VCG.

Proof. Observe that both gadgets have exactly 2𝑚 + 1 points. Suppose

the optimal coupling Opt has a pair (𝑘 + 1, 𝑙 + 1), so it couples the first

points of VCG and ACG𝑖 . If Opt is already one-to-one for all 𝑠 ∈ [2𝑚+1],
there is nothing to be done. Suppose now that it is one-to-one until

some 1 ≤ 𝑟 < 2𝑚 + 1, so it has pairs (𝑘 + 𝑠, 𝑙 + 𝑠) for all 𝑠 ∈ [𝑟], but it

does not have a pair (𝑘 + (𝑟 + 1), 𝑙 + (𝑟 + 1)). Then one of the following

cases occurs.

• 𝑟 = 2𝑞 + 2 is even; then we know that the point (2, 0) in VG𝑞+1

is not coupled to the point (1, 0) in AG𝑖 ,𝑞+1, but the preceding

indecisive point is coupled to the assignment point. Then either

(2, 0) is coupled to an assignment point, with the distance at least

2, or (1, 0) is coupled to an indecisive point, yielding the distance

of

√︁
1 + (0.5 + 𝜀)2 > 1. If we eliminate that pair and instead couple

(2, 0) to (1, 0), we will still have a valid coupling and obtain the

distance of 1 on this pair; thus, the new coupling is not worse

that the original one, and so it is also an optimal coupling that is

one-to-one for all 𝑠 ∈ [𝑟 + 1].
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• 𝑟 = 2𝑞 + 1 is odd; then we know that the indecisive point in

VG𝑞+1 is not coupled to the assignment point in AG𝑖 ,𝑞+1, but the

preceding (2, 0) and (1, 0) (or (−2, 0) and (−1, 0)) are coupled. Then

either Opt has a pair of the indecisive point and (1, 0), or it has a

pair of the assignment point and (2, 0). (The cases for (−1, 0) and

(−2, 0) are symmetrical.) In either case, we want to eliminate that

pair from the coupling and instead add the pair of the indecisive

point and the assignment point, yielding a valid coupling that is

one-to-one for all 𝑠 ∈ [𝑟 + 1]. To complete the proof for this case,

we need to show that such a coupling is optimal.

Consider the first possible coupling. The distance between the

indecisive point and (1, 0) is

√︁
1 + (0.5 + 𝜀)2, whereas the distance

between the indecisive and the assignment point is 𝜀, 0.5 + 𝜀, or

1 + 𝜀. As 𝜀 < 0.25, note that

0.25 + 𝜀 > 2𝜀

1 + 0.25 + 𝜀 + 𝜀2 > 1 + 2𝜀 + 𝜀2

1 + (0.5 + 𝜀)2 > (1 + 𝜀)2√︁
1 + (0.5 + 𝜀)2 > 1 + 𝜀 ,

so our change to the optimal coupling will replace a pair with a

pair of lower distance, so the new coupling is at least as good as

the original one, and thus optimal.

Now consider the second coupling. The distance between the

assignment point and (2, 0) is at least 2, and 2 > 1+ 𝜀 > 0.5+ 𝜀 > 𝜀,

so again our change yields an optimal coupling.

By induction on 𝑟, we conclude that the statement of the lemma holds. □

We can now use the two previous results to show the following.

Lemma 3.6. Given a CNF-SAT formula 𝐶 containing some clause 𝐶𝑖 and 𝑚
variables 𝑥1 , . . . , 𝑥𝑚 , construct curves 𝛼1 ⊔ VCG ⊔ 𝛼′

1
and 𝛼2 ⊔ ACG𝑖 ⊔ 𝛼′

2

for arbitrary precise curves 𝛼1, 𝛼′
1
, 𝛼2, 𝛼′

2
with |𝛼1 | = 𝑘 and |𝛼2 | = 𝑙. If

some optimal coupling between 𝛼1 ⊔ VCG ⊔ 𝛼′
1

and 𝛼2 ⊔ ACG𝑖 ⊔ 𝛼′
2

for
any realisation of VCG has a pair (𝑘 + 1, 𝑙 + 1) and 𝑑dF(𝛼1 , 𝛼2) ≤ 1 and
𝑑dF(𝛼′

1
, 𝛼′

2
) ≤ 1, then the discrete Fréchet distance between the curves is 1 + 𝜀

for realisations of VCG that correspond to satisfying assignments for 𝐶𝑖 , and 1
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for realisations that do not. In other words, if 𝜋 ⋐ VCG corresponds to an
assignment 𝑎 and we only consider the restricted couplings, then

𝑑dF(𝛼1 ⊔ 𝜋 ⊔ 𝛼′
1
, 𝛼2 ⊔ ACG𝑖 ⊔ 𝛼′

2
) =

{︄
1 + 𝜀 if 𝐶𝑖[𝑎] = True,
1 otherwise.

Proof. First of all, since some optimal coupling between 𝛼1 ⊔ VCG ⊔ 𝛼′
1

and 𝛼2 ⊔ ACG𝑖 ⊔ 𝛼′
2

for any realisation of VCG has a pair (𝑘 + 1, 𝑙 + 1),
we can use Lemma 3.5 to find an optimal coupling Opt that is one to

one on the subcurves corresponding to the gadgets. That means that

we can, essentially, split the curves, if we consider only such restricted

couplings:

𝑑dF(𝛼1 ⊔ 𝜋 ⊔ 𝛼′
1
, 𝛼2 ⊔ ACG𝑖 ⊔ 𝛼′

2
)

= max(𝑑dF(𝛼1 , 𝛼2), 𝑑dF(𝜋,ACG𝑖), 𝑑dF(𝛼′
1
, 𝛼′

2
))

= max(1, 𝑑dF(𝜋,ACG𝑖)) ,

where the last equality follows from the fact that 𝑑dF(𝜋,ACG𝑖) ≥ 1, since

the first points are in a coupling and have the distance 1, and from the

assumption that 𝑑dF(𝛼1 , 𝛼2) ≤ 1 and 𝑑dF(𝛼′
1
, 𝛼′

2
) ≤ 1. Note that here we

do not restrict the coupling on 𝛼1, 𝛼2 and 𝛼′
1
, 𝛼′

2
.

To obtain the end result, we need to consider the distance between 𝜋
and ACG𝑖 under a one-to-one coupling. Using Lemma 3.4, it is easy to

see that if we have 𝑎(𝑥 𝑗) = True for some variable 𝑥 𝑗 and 𝑥 𝑗 is a literal in

𝐶𝑖 , then𝐶𝑖[𝑎] = True, and 𝑑dF(𝜋,ACG𝑖) = 1+𝜀; similarly, if 𝑎(𝑥 𝑗) = False

for some variable 𝑥 𝑗 and ¬𝑥 𝑗 is a literal in 𝐶𝑖 , then 𝐶𝑖[𝑎] = True, and

𝑑dF(𝜋,ACG𝑖) = 1 + 𝜀. If there is no such 𝑥 𝑗 , then 𝐶𝑖[𝑎] = False and

𝑑dF(𝜋,ACG𝑖) = 1. We conclude that the lemma holds. □

Formula level. Next, we define the variable curve and the clause curve
as follows:

VC = (0, 0) ⊔ VCG ⊔ (0, 0) , CC =
⨆︂
𝑖∈[𝑛]

ACG𝑖 .

Observe that the synchronisation points at (−2, 0) and (−1, 0) ensure

that for any optimal coupling, we match up VCG with some ACG𝑖

as described before. Also note that all the points on CC are within

distance 1 from (0, 0). Therefore, we can always pick any one of 𝑛
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clauses to couple to VCG, and couple the remaining points to (0, 0); the

bottleneck distance will then be determined by the distance between

VCG and the chosen ACG𝑖 .

Now consider a realisation of VCG. If the corresponding assignment

does not satisfy 𝐶, then we can synchronise VCG with a clause that is

false to obtain the distance of 1. If the assignment corresponding to the

realisation satisfies all the clauses, we must synchronise VCG with a

satisfied clause, which yields a distance of 1 + 𝜀. We show the following

important property of our construction.

Lemma 3.7. Given a CNF-SAT formula 𝐶 with 𝑛 clauses and 𝑚 variables,
construct the curves VC and CC as defined above and consider a realisation
(0, 0) ⊔ 𝜋 ⊔ (0, 0) of curve VC, corresponding to some assignment 𝑎. Then,
under no restrictions on the couplings except those imposed by the definition,

𝑑dF((0, 0) ⊔ 𝜋 ⊔ (0, 0),CC) =
{︄

1 + 𝜀 if 𝐶[𝑎] = True,
1 if 𝐶[𝑎] = False.

In other words, the discrete Fréchet distance is 1+𝜀 if the realisation corresponds
to a satisfying assignment, and is 1 otherwise.

Proof. We can show this by proving that the premises of Lemma 3.6 are

satisfied.

First of all, note that all the points of CC are within distance 1 from

(0, 0). Furthermore, note that we can always give a coupling with the

distance at most 1 + 𝜀: couple (0, 0) to (−1, 0) from ACG1, then walk

along the realisation of VCG and ACG1 in a one-to-one coupling, and

then couple the remaining points in CC to (0, 0). As all the points of CC

are within distance 1 from (0, 0) and as this is otherwise the construction

of Lemma 3.6, this coupling yields the discrete Fréchet distance of at

most 1 + 𝜀 for any realisation of VC. Therefore, any coupling that has

pairs further away than 1 + 𝜀 cannot be optimal. Observe that the only

point within that distance from (−2, 0) is (−1, 0). Therefore, we only

need to consider couplings that couple the first point of the realisation

of VCG to the first point of some ACG𝑖 as possibly optimal. Thus, for

each of the 𝑛 couplings we get, we can apply Lemma 3.6. There are two

cases to consider.

• There is some gadget ACG𝑖 with the distance 1 to 𝜋 under the

one-to-one coupling. Then we can choose that gadget to couple to
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𝜋 and couple all the other points in CC to (0, 0) at the beginning

or at the end of VC as suitable. As all the points of CC are within

distance 1 from (0, 0), this coupling will yield distance 1; as a

lower distance is impossible, this coupling is optimal, so then

𝑑dF((0, 0) ⊔ 𝜋 ⊔ (0, 0),CC) = 1. Observe that by our construction

this situation corresponds to the case when 𝐶𝑖[𝑎] = False, by

Lemma 3.6, and so indeed 𝐶[𝑎] = False.

• The distance between any gadget ACG𝑖 and 𝜋 under the one-to-

one coupling is 1 + 𝜀. Then, no matter which gadget we choose

to couple to 𝜋, we will get the distance of 1 + 𝜀, so in this case

𝑑dF((0, 0) ⊔ 𝜋 ⊔ (0, 0),CC) = 1 + 𝜀. Note that, by our construction,

this means that 𝐶𝑖[𝑎] = True for all 𝑖 ∈ [𝑛]; therefore, indeed

𝐶[𝑎] = True.

As we have covered all the possible cases, we conclude that the lemma

holds. □

We illustrate the gadgets of the construction in Figure 3.1. We also

show an example of the correspondence between a boolean formula

and our construction in Figure 3.2.

Upper Bound Discrete Fréchet Distance on Indecisive Points

Theorem 3.8. The problem Upper Bound Discrete Fréchet for indecisive
curves is NP-complete.

Proof. First of all, observe that if two realisations of lengths 𝑛 and

𝑚 are given as a certificate for a ‘Yes’-instance of the problem, then

one can verify the solution by computing the discrete Fréchet distance

between the realisations and checking that it is indeed larger than the

threshold 𝛿. The computation can be done in time Θ(𝑚𝑛), using the

algorithm proposed by Eiter and Mannila [100]. Therefore, the problem

is in NP.

Now suppose we are given an instance of CNF-SAT, i.e. a CNF-SAT

formula 𝐶 with 𝑛 clauses and 𝑚 variables. We construct the curves VC

and CC, as described previously, and get an instance of Upper Bound

Discrete Fréchet on curves VC and CC with the threshold 𝛿 = 1. If

the answer is ‘Yes’, then we also output ‘Yes’ as an answer to CNF-SAT;

otherwise, we output ‘No’.
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Using Lemma 3.7, we see that if there is some assignment 𝑎 such that

𝐶[𝑎] = True, then for the corresponding realisation, the discrete Fréchet

distance is 1+ 𝜀; the other way around, if for some realisation we get the

distance 1 + 𝜀, then by our construction, all the clauses are satisfied and

𝐶[𝑎] = True; and so 𝑑max

dF
(VC,CC) = 1 + 𝜀. On the other hand, if there

is no such assignment 𝑎, then for any assignment 𝑎, there is some 𝐶𝑖
with 𝐶𝑖[𝑎] = False, yielding 𝐶[𝑎] = False, and also for any realisation of

VC, there is some gadget ACG𝑖 that yields the discrete Fréchet distance

of 1; and so 𝑑max

dF
(VC,CC) = 1. Therefore, the formula 𝐶 is satisfiable if

and only if 𝑑max

dF
(VC,CC) > 1, and so our answer is correct.

Furthermore, observe that the curves have 2𝑚+2 and 2𝑚𝑛+𝑛 points,

respectively, and so the instance of Upper Bound Discrete Fréchet that

gives the answer to CNF-SAT can be constructed in polynomial time.

Thus, we conclude that Upper Bound Discrete Fréchet for indecisive

curves is NP-hard; combining it with the first part of the proof shows

that it is NP-complete. □

Upper Bound Fréchet Distance on Indecisive Points

We use the same construction as for the discrete Fréchet distance. To

follow the same proof structure, we need to present arguments for the

continuous case that lead up to an alternative to Lemma 3.7. For the

arguments to work, we need to further restrict the range of 𝜀 to be

[0.12, 0.25).
Consider the construction drawn in Figure 3.3. The key points here

are that (0, 0.5 + 𝜀) is far from any point on the clause curve, and that

(2, 0) is only close enough to (1, 0). We can obtain a lemma similar to

Lemma 3.4.

Lemma 3.9. Given a clause 𝐶𝑖 and a variable 𝑥 𝑗 that both occur in the CNF-
SAT formula 𝐶, we only get the Fréchet distance equal to (1 + 𝜀) · 2/√5 if the
realisation of VG𝑗 we pick corresponds to the assignment of 𝑥 𝑗 that ensures the
clause 𝐶𝑖 is satisfied; otherwise, the Fréchet distance is 1. In other words, if we
consider 𝜋 ⋐ VG𝑗 that corresponds to setting 𝑎(𝑥 𝑗), then

𝑑F(𝜋,AG𝑖 , 𝑗) =
{︄
(1 + 𝜀) · 2√

5

if assigning 𝑥 𝑗 satisfies 𝐶𝑖 ,

1 otherwise.
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(0, 0)

(0, 0.5)

(0,−0.5)

(1, 0)(−1, 0)

(0, 0.5 + 𝜀)

(0,−0.5 − 𝜀)

(2, 0)(−2, 0)

Figure 3.3. Construction for 𝜀 = 0.15. Shaded blue area shows the points within

distance 1 from the segment (0,−0.5)⊔ (1, 0). Observe that (0, 0.5+ 𝜀) is outside

that region, and that (1, 0) is the only blue point within distance 1 from (2, 0).

Proof. Consider the possible realisations of VG𝑗 . Suppose we pick

the realisation (0, 0.5 + 𝜀) ⊔ (2, 0), which corresponds to assigning

𝑎(𝑥 𝑗) = True. If 𝑥 𝑗 is a literal in 𝐶𝑖 , so 𝐶𝑖 = True, then by construction we

know that AG𝑖 , 𝑗 is (0,−0.5) ⊔ (1, 0). As noted in Figure 3.3, the distance

between (0, 0.5 + 𝜀) and any point on (0,−0.5) ⊔ (1, 0) is larger than 1.

To be more specific, the distance between the point (𝑥, 𝑦) and the line

defined by (𝑥1 , 𝑦1)⊔(𝑥2 , 𝑦2) can be determined using a standard formula

as

𝑑 =
|𝑥(𝑦2 − 𝑦1) − 𝑦(𝑥2 − 𝑥1) + 𝑥2𝑦1 − 𝑥1𝑦2 |√︁

(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2
.

In our case, we get

𝑑 =
|0 − (0.5 + 𝜀) · (1 − 0) − 1 · 0.5 − 0|√︁

(1 − 0)2 + (0 + 0.5)2
=

2 · (1 + 𝜀)√
5

.

As the point (0, 0.5 + 𝜀) must be aligned with some point on AG𝑖 , 𝑗 ,

the Fréchet distance we get in this case cannot be smaller than 𝑑.

Furthermore, it is easy to see that the point (0, 0.5 + 𝜀) is the furthest

point from AG𝑖 , 𝑗 ; thus, we get that the Fréchet distance is exactly 𝑑.

On the other hand, if ¬𝑥 𝑗 is a literal in 𝐶𝑖 , then by construction we

know that AG𝑖 , 𝑗 is (0, 0.5) ⊔ (1, 0). As noted in Figure 3.3, the distance

between (2, 0) and any point on (0, 0.5) ⊔ (1, 0) is at least 1, with the
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smallest distance achieved at (1, 0). It is clear that this is the furthest

pair of points on the two gadgets in this case; thus, we get the Fréchet

distance of 1.

A symmetric argument can be applied when we consider the real-

isation (0,−0.5 − 𝜀) ⊔ (2, 0) for VG𝑗 : if ¬𝑥 𝑗 is a literal in 𝐶𝑖 , then we get

the Fréchet distance of 𝑑 and we picked an assignment that satisfies 𝐶𝑖 ;

and in the other case, we get that 𝐶𝑖 is not necessarily satisfied and the

Fréchet distance is 1.

Finally, consider the case when AG𝑖 , 𝑗 = (0, 0) ⊔ (1, 0). Again, this

implies that assigning a value to 𝑥 𝑗 has no effect on 𝐶𝑖 , so neither

assignment (and neither realisation of VG𝑗) would ensure that 𝐶𝑖 is

satisfied. Also observe that both realisations give rise to curves that are

entirely within distance 1 of (0, 0) ⊔ (1, 0), yielding the Fréchet distance

of 1. □

We can now naturally get a lemma similar to Lemma 3.6.

Lemma 3.10. Given a CNF-SAT formula 𝐶 containing some clause 𝐶𝑖 and 𝑚
variables 𝑥1 , . . . , 𝑥𝑚 , construct curves 𝛼1 ⊔ VCG ⊔ 𝛼′

1
and 𝛼2 ⊔ ACG𝑖 ⊔ 𝛼′

2

for arbitrary precise curves 𝛼1, 𝛼′
1
, 𝛼2, 𝛼′

2
with |𝛼1 | = 𝑘 and |𝛼2 | = 𝑙. If some

optimal alignment 𝜙1 , 𝜙2 between 𝛼1⊔VCG⊔𝛼′
1

and 𝛼2⊔ACG𝑖⊔𝛼′
2

for any
realisation of VCG has some value 𝑡 such that 𝜙1(𝑡) = 𝑘 + 1 and 𝜙2(𝑡) = 𝑙 + 1

and 𝑑F(𝛼1 , 𝛼2) ≤ 1 and 𝑑F(𝛼′
1
, 𝛼′

2
) ≤ 1, then the Fréchet distance between the

curves is (1 + 𝜀) · 2/√5 for the realisations of VCG that correspond to satisfying
assignments for 𝐶𝑖 , and 1 for other realisations. In other words, if 𝜋 ⋐ VCG

corresponds to assignment 𝑎 and we only consider the restricted alignments,
then

𝑑F(𝛼1 ⊔ 𝜋 ⊔ 𝛼′
1
, 𝛼2 ⊔ ACG𝑖 ⊔ 𝛼′

2
) =

{︄
(1 + 𝜀) · 2√

5

if 𝐶𝑖[𝑎] = True,

1 otherwise.

Proof. First of all, observe that as we traverse VCG, we need to align

(2, 0) with (1, 0) to obtain an optimal alignment. Therefore, essentially,

the traversal can be split into 𝑚 parts, each of which corresponds to

traversing VG𝑗 and AG𝑖 , 𝑗 at the same time for all 𝑗 ∈ [𝑚]. We can use

Lemma 3.9 to note that if some variable 𝑥 𝑗 is assigned a value that makes

the clause 𝐶𝑖 satisfied, then the Fréchet distance becomes (1 + 𝜀) · 2/√5;

if that is not the case for any variables, then we can traverse the entire

curve, as well as 𝛼1 and 𝛼′
1

by linearly interpolating our position between
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the vertices of the curves and otherwise using the alignment derived

from the coupling of the discrete case, while staying within distance 1

of the other curve, yielding the Fréchet distance of 1. The distance also

cannot be smaller than 1 due to aligning (2, 0) and (1, 0). □

Now we can provide a lemma that mirrors Lemma 3.7.

Lemma 3.11. Given a CNF-SAT formula 𝐶 with 𝑛 clauses and 𝑚 variables,
construct the curves VC and CC as defined above and consider a realisation
(0, 0) ⊔ 𝜋 ⊔ (0, 0) of curve VC, corresponding to some assignment 𝑎. Then

𝑑F((0, 0) ⊔ 𝜋 ⊔ (0, 0),CC) =
{︄
(1 + 𝜀) · 2√

5

if 𝐶[𝑎] = True,

1 if 𝐶[𝑎] = False.

In other words, the Fréchet distance is (1+𝜀)·2/√5 if the realisation𝜋 corresponds
to a satisfying assignment, and is 1 otherwise.

Proof. First of all, observe that any point of CC is within distance 1 of

(0, 0); furthermore, when starting to traverse 𝜋, we must match (−2, 0)
with (−1, 0) in an optimal alignment. Thus, the premise of Lemma 3.10 is

satisfied, and, using reasoning similar to that of Lemma 3.7, we observe

that an optimal alignment chooses one of the clauses to traverse in

parallel with the variable curve, and so if there is a clause that is not

satisfied, then we get the Fréchet distance of 1, and if all of them are

satisfied, then all of them yield the Fréchet distance of (1 + 𝜀) · 2/√5. □

Finally, we can show the main result.

Theorem 3.12. The problem Upper Bound Continuous Fréchet for inde-
cisive curves is NP-complete.

Proof. First of all, observe that if two realisations of lengths 𝑛 and 𝑚 are

given as a certificate for a ‘Yes’-instance of the problem, then one can

verify the solution by checking that the Fréchet distance between the

realisations is larger than the threshold 𝛿. The computation can be done

in time Θ(𝑚𝑛), using the algorithm by Alt and Godau [23, 117]; so the

problem is in NP.

Now suppose we are given an instance of CNF-SAT, i.e. a CNF-SAT

formula 𝐶 with 𝑛 clauses and 𝑚 variables. We construct the curves VC

and CC, as described previously, and get an instance of Upper Bound
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Continuous Fréchet on curves VC and CC with the threshold 𝛿 = 1. If

the answer is ‘Yes’, then we also output ‘Yes’ as an answer to CNF-SAT;

otherwise, we output ‘No’.

Using Lemma 3.11, we can see that if there is an assignment 𝑎 such

that 𝐶[𝑎] = True, then for the corresponding realisation, the Fréchet

distance is (1 + 𝜀) · 2/√5; the other way around, if for some realisation we

get the distance (1+ 𝜀) · 2/√5, then by our construction, all the clauses are

satisfied and 𝐶[𝑎] = True; and so 𝑑max

F
(VC,CC) = (1 + 𝜀) · 2/√5. On the

other hand, if there is no such assignment 𝑎, then for any assignment 𝑎,

there is some 𝐶𝑖 with 𝐶𝑖[𝑎] = False, yielding 𝐶[𝑎] = False, and also for

any realisation of VC, there is some gadget ACG𝑖 that yields the Fréchet

distance of 1; and so 𝑑max

F
(VC,CC) = 1. Therefore, the formula 𝐶 is

satisfiable if and only if 𝑑max

F
(VC,CC) > 1, and so our answer to the

CNF-SAT instance is correct.

Furthermore, as before, the instance of Upper Bound Discrete

Fréchet that gives the answer to CNF-SAT can be constructed in polyno-

mial time. Thus, we conclude that Upper Bound Continuous Fréchet

for indecisive curves is NP-hard; combining it with the first part of the

proof shows that it is NP-complete. □

Expected Fréchet Distance on Indecisive Points

We show that finding the expected discrete Fréchet distance is #P-

hard under the uniform distribution by providing a polynomial-time

reduction from #CNF-SAT, i.e. the problem of finding the number of

satisfying assignments to a CNF-SAT formula. Define the following

problem and its continuous counterpart.

Problem 3.13. Expected Discrete Fréchet: Find 𝑑
𝔼(𝕌)
dF

(𝒰 ,𝒱) for un-

certain curves 𝒰 , 𝒱.

Problem 3.14. Expected Continuous Fréchet: Find 𝑑
𝔼(𝕌)
F

(𝒰 ,𝒱) for

uncertain curves 𝒰 , 𝒱.

The main idea is to derive an expression for the number of satisfying

assignments in terms of 𝑑
𝔼(𝕌)
dF

(VC,CC). This works, since there is a

one-to-one correspondence between boolean variable assignment and

a choice of realisation of VC, so counting the number of satisfying
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assignments corresponds to finding the proportion of realisations yield-

ing a large Fréchet distance. We can establish the result for Expected

Continuous Fréchet similarly.

Theorem 3.15. The problems Expected Discrete Fréchet and Expected
Continuous Fréchet for indecisive curves are #P-hard.

Proof. Suppose we are given an instance of the #CNF-SAT problem,

i.e. a CNF-SAT formula 𝐶 with 𝑛 clauses and 𝑚 variables. Denote

the (unknown) number of satisfying assignments of 𝐶 by 𝑁 . We

can construct the curves VC and CC in the same way as previously.

We then get an instance of Expected Discrete Fréchet on indecisive

curves under the uniform distribution. Assuming we solve it and get

𝑑
𝔼(𝕌)
dF

(VC,CC) = 𝜇, we can now compute 𝑁 :

𝑁 = (𝜇 − 1) · 2
𝑚

𝜀
.

𝑁 is then the output for the instance of #CNF-SAT that we were given.

Clearly, construction of the curves can be done in polynomial time; so

can the computation of 𝑁 ; hence, the reduction takes polynomial time.

We still need to show that the result we obtain is correct. For each

assignment, there is exactly one realisation of the curve VC. Furthermore,

as we choose the realisation of each indecisive point uniformly and

independently, all the realisations of VC have equal probability of 2
−𝑚

.

There are 𝑁 satisfying assignments; and each of the corresponding

realisations yields the discrete Fréchet distance of 1+ 𝜀. In the remaining

2
𝑚 − 𝑁 cases, the distance is 1. Using the definition of expected value,

we can derive

𝜇 = 𝑑
𝔼(𝕌)
dF

(VC,CC) = 𝑁 · 2
−𝑚 · (1 + 𝜀) + (2𝑚 − 𝑁) · 2

−𝑚 · 1 = 1 + 𝑁 · 𝜀
2
𝑚

.

Then it is easy to see that indeed 𝑁 = (𝜇 − 1) · 2
𝑚

𝜀 . So, we get the correct

number of satisfying assignments, if we know the expected value under

the uniform distribution. Therefore, Expected Discrete Fréchet for

indecisive curves is #P-hard.

One can derive a very similar formula to show that Expected Con-

tinuous Fréchet is also #P-hard for indecisive curves. We can use

almost the same reduction as for the discrete case, so given an instance

of #CNF-SAT (CNF-SAT formula 𝐶 with 𝑛 clauses and 𝑚 variables), we
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construct the two curves, solve Expected Continuous Fréchet to obtain

the value of 𝜇, and compute

𝑁 = 2
𝑚 · (𝜇 − 1) ·

√
5

2(1 + 𝜀) −
√

5

as the output for #CNF-SAT. To show that the output is correct, note

that

𝜇 = 2
−𝑚 ·𝑁 · 2√

5

· (1+ 𝜀)+2
−𝑚 · (2𝑚 −𝑁) ·1 = 1+2

−𝑚 ·𝑁 ·
(︃

2√
5

(1+ 𝜀)−1

)︃
,

so we can express 𝑁 as

𝑁 = 2
𝑚 · (𝜇 − 1) ·

√
5

2(1 + 𝜀) −
√

5

.

Again, the reduction is correct and can be done in polynomial time, so

Expected Continuous Fréchet for indecisive curves is #P-hard. □

We use the uniform distribution; however, we only need to compute

the probability of picking a realisation that corresponds to a satisfying

assignment, 𝑁 · 2
−𝑚

above. If we can do so for a different distribution,

then the rest of the proof does not require modifications to show #P-

hardness.

Upper Bound Discrete Fréchet Distance on Imprecise Points

Here we consider imprecise points modelled as disks and as line seg-

ments; the results and their proofs turn out to be very similar. We

denote the disk with the centre at 𝑝 ∈ ℝ𝑑
and radius 𝑟 ≥ 0 as 𝐷(𝑝, 𝑟).

We denote the line segment between points 𝑝1 and 𝑝2 by 𝑆(𝑝1 , 𝑝2).

Disks. We use a construction very similar to that of the indecis-

ive points case, except now we change the gadget containing a non-

degenerate indecisive point so that it contains a non-degenerate impre-

cise point, for all 𝑗 ∈ [𝑚]:

VG𝑗 = 𝐷((0, 0), 0.5 + 𝜀) ⊔ (2, 0) .

Essentially, the two original indecisive points are now located on the

points realising the diameter of the disk.
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We can reuse the proof leading up to Theorem 3.8 if we can show

the following.

Lemma 3.16. Suppose 𝑑max

dF
(VC,CC) = 𝜈. If one considers all the realisations

𝜋 of VC that yield 𝑑dF(𝜋,CC) = 𝜈, then among them there will always be a
realisation that only places the imprecise point realisations at either (0, 0.5+ 𝜀)
or (0,−0.5 − 𝜀).

Proof. First of all, note that the points (2, 0) and (1, 0) are still in the

curves in the same quality as before, so they must be coupled, and hence

the lowest discrete Fréchet distance achievable with any realisation is 1.

Now consider a realisation of an imprecise point. Suppose that

all the clause assignment points for that imprecise point are placed at

(0,−0.5). Then geometrically it is obvious that the distance is maximised

by placing the realisation at (0, 0.5 + 𝜀); if there is a realisation that

achieves the best possible value 𝜈 without doing this, then we can move

this point and still get 𝜈.

Suppose that some clause assignment points are at (0,−0.5) and

some at (0, 0.5). As the realisation comes from the disk of radius 0.5 + 𝜀,

there is no realisation that is further than 1 away from both assignment

points; therefore, to maximise the distance we have to choose one of the

two locations, and then the previous case applies.

So, it is clear that, from an arbitrary optimal realisation, moving to the

(correct) indecisive point realisation will still yield an optimal realisation

for the maximum discrete Fréchet distance; thus, the statement of the

lemma holds. □

Line segments. We change the gadget to be, for all 𝑗 ∈ [𝑚]:

VG𝑗 = 𝑆((0,−0.5 − 𝜀), (0, 0.5 + 𝜀)) ⊔ (2, 0) .

Again, the two original indecisive points are now located on the ends of

the segment; moreover, the segment is a strict subset of the disk.

We can state a similar lemma.

Lemma 3.17. Suppose 𝑑max

dF
(VC,CC) = 𝜈. If one considers all the realisations

𝜋 of VC that yield 𝑑dF(𝜋,CC) = 𝜈, then among them there will always be a
realisation that only places the imprecise point realisations at either (0, 0.5+ 𝜀)
or (0,−0.5 − 𝜀).
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Proof. Since the line segments include these points and are subsets of the

disks, the statement of Lemma 3.16 immediately yields this result. □

Now we can state the following theorem for both models.

Theorem 3.18. The problem Upper Bound Discrete Fréchet for imprecise
curves modelled as line segments or as disks is NP-hard.

Proof. As shown in Lemma 3.16 and Lemma 3.17, for the same CNF-SAT

formula, the upper bound discrete Fréchet distance on indecisive and

imprecise points is equal for our construction. So, trivially, Upper Bound

Discrete Fréchet is NP-hard for imprecise curves. □

Upper Bound Fréchet Distance on Imprecise Points

We use exactly the same construction as in the previous section. The

argument here follows the previous ones very closely, so we can imme-

diately state the following theorem.

Theorem 3.19. The problem Upper Bound Continuous Fréchet for impre-
cise curves modelled as line segments or as disks is NP-hard.

Proof. Note that we can apply the same arguments as in Lemma 3.16

and Lemma 3.17 to reduce this problem to the one on indecisive points.

Then, we can apply the same argument as in the proof of Theorem 3.18

to conclude that the problem is NP-hard. □

Expected Discrete Fréchet Distance on Imprecise Points

We can also consider the value of the expected Fréchet distance on

imprecise points. We show the result only for points modelled as line

segments; in principle, we believe that for disks a similar result holds,

but the specifics of our reduction do not allow for clean computations.

We cannot immediately use our construction: we treat subsegments

at the ends of the imprecision segments as True and False, but we have

no interpretation for points in the centre part of a segment. So, we

want to separate the realisations that pick any such invalid points. To

that aim, we introduce extra gadgets to the clause curve that act as

clauses, but catch these invalid realisations, so each of them yields the
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(−1, 0) (1, 0)

(0,−0.5 − 𝜀)

(0, 0.5 + 𝜀)
(0, 0.5)

(0,−0.5)

Figure 3.4. The curve FG𝑗 hops between (0, 0) and (1, 0) for every variable 𝑥𝑘 (in

black) except when 𝑘 = 𝑗; in the latter case, the curve goes to (0, 0.5), (0,−0.5),
and back to (1, 0) (in blue). Consider the line segment on the variable curve

representing 𝑥 𝑗 (in red). As a consequence, for any realisation of the variable

clause gadget such that the realisation of 𝑥 𝑗 falls within 𝑆((0,−0.5), (0, 0.5)), the

gadget FG𝑗 can be aligned with VCG to obtain Fréchet distance 1.

distance of 1. Now we have three distinct cases: realisation is satisfying,

non-satisfying, or invalid. For every 𝑗 ∈ [𝑚], define

FG𝑗 = (−1, 0) ⊔
⨆︂

𝑘∈[𝑗−1]

(︂
(0, 0) ⊔ (1, 0)

)︂
⊔ (0, 0.5) ⊔ (0,−0.5) ⊔ (1, 0)

⊔
⨆︂

𝑘∈[𝑚]\[𝑗]

(︂
(0, 0) ⊔ (1, 0)

)︂
.

We define a clause gadget that ignores all the variables except for 𝑥 𝑗
and then features both ‘true’ and ‘false’ for 𝑥 𝑗 . The intuition is that any

realisation corresponding to the invalid state of a variable will be close

to both (0, 0.5) and (0,−0.5), and every other variable value is close to

(0, 0), so aligning the gadget FG𝑗 with the variable curve will yield a

small Fréchet distance if 𝑥 𝑗 is in an invalid state. See also Figure 3.4. We

then define the clause curve as

CC =
⨆︂
𝑖∈[𝑛]

ACG𝑖 ⊔
⨆︂
𝑗∈[𝑚]

FG𝑗 .

We can now choose to couple one of the FG clauses to the variable curve.

As before, due to the synchronisation points we can never get the Fréchet

distance below 1. If one of the realisations 𝑥 𝑗 of the segments falls into
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the interval [(0,−0.5), (0, 0.5)], then it will be not further away than 1

from both the corresponding points on FG𝑗 ; all the other points, being in

the middle at (0, 0), are guaranteed to be at most 0.5 + 𝜀 < 1 away from

their coupled point; so, the one-to-one coupling2 will yield the discrete

Fréchet distance of 1; thus, the optimal discrete Fréchet distance in this

case is 1. Therefore, we only need to consider the situations when all

the realisations happen to fall in either the interval ((0, 0.5), (0, 0.5 + 𝜀)]
or [(0,−0.5− 𝜀), (0,−0.5)). We will treat the first interval as True and the

second interval as False. Denote the number of satisfying assignments

by 𝑁 . To find the expression for the expected discrete Fréchet distance,

we need to consider three cases.

• At least one realisation of 𝑚 variables falls within the 𝑦-interval

[−0.5, 0.5]. Note that the realisation on each segment is uniform

and independent of other segments. Under the uniform distribu-

tion, we get

Pr[at least one realisation from [−0.5, 0.5]]

= 1 −
∏︂
𝑗∈[𝑚]

2𝜀
1 + 2𝜀

= 1 −
(︃

2𝜀
1 + 2𝜀

)︃𝑚
.

Note that in each such case we get the discrete Fréchet distance

of 1, as discussed before.

• All realisations fall outside the 𝑦-interval [−0.5, 0.5], and they

correspond to a non-satisfying assignment. Each specific non-

satisfying assignment corresponds to picking values on the specific

interval, either ((0, 0.5), (0, 0.5 + 𝜀)] or [(0,−0.5 − 𝜀), (0,−0.5)), so:

Pr[specific assignment] =
∏︂
𝑗∈[𝑚]

𝜀
1 + 2𝜀

=

(︃
𝜀

1 + 2𝜀

)︃𝑚
.

There are 2
𝑚 − 𝑁 such assignments, and each of them contributes

the value of 1.

• All realisations fall outside the 𝑦-interval [−0.5, 0.5], and they

correspond to a satisfying assignment. Again, the probability of

getting a particular assignment is (𝜀/(1 + 2𝜀))𝑚 , and there are 𝑁 such

2
Technically, it is one to one on all points except the realisation corresponding to 𝑥 𝑗 ;

that one has to be coupled to both (0, 0.5) and (0,−0.5) in FG𝑗 .
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assignments. Now they contribute values distinct from 1; still, the

optimum is contributed by one of the new clauses, and then it

will be defined by the realisation closest to (0, 0). We prove this

in Lemma 3.20. Assuming this statement is true, we need to find

𝔼[min𝑗∈[𝑚](1 + 𝜀′
𝑗
)] with 𝜀′

𝑗
sampled uniformly from (0, 𝜀]; we can

rephrase this to 1 + 𝜀 · 𝔼[min𝑗∈[𝑚] 𝑢𝑗] with 𝑢𝑗 sampled uniformly

from (0, 1]. It is a standard result that the minimum now is

geometrically distributed, so we get 𝔼[min𝑗∈[𝑚] 𝑢𝑗] = 1/(1 + 𝑚), and

hence the expected contribution is 1 + 𝜀/(1 + 𝑚).

Lemma 3.20. Consider some realisation 𝜋 ⋐ VC where each value can be
interpreted either as True or False and the corresponding assignment satisfies
the formula. Pick 𝑗 such that the subcurve of 𝜋 realising VG𝑗 contains the
point closest to (0, 0), at location (0, 0.5+ 𝜀′) or (0,−0.5− 𝜀′) for some 𝜀′ > 0.
Then the optimal coupling establishes a coupling between 𝜋 and FG𝑗 , and the
discrete Fréchet distance is 𝑑dF(𝜋,CC) = 1 + 𝜀′.

Proof. First of all, note that we still have to couple the synchronisation

points and we cannot have the discrete Fréchet distance below 1. Thus,

we need to consider only the couplings of 𝜋 with the gadgets of CC.

Note that if we couple FG𝑗 to 𝜋, we get the discrete Fréchet distance

of 1 + 𝜀′. Recall that we consider only satisfying assignments, so, if we

consider an arbitrary subcurve ACG𝑖 , then there is some variable 𝑥ℓ that

satisfies the corresponding clause, and so the realisation of that variable

is 1 + 𝜀′′ away from the corresponding assignment point. Therefore,

such a coupling will yield the discrete Fréchet distance of 1+ 𝜀′′ ≥ 1+ 𝜀′.
Finally, it is easy to see that choosing some FG𝑘 with 𝑘 ≠ 𝑗 will also yield

some distance 1+ 𝜀′′ ≥ 1+ 𝜀′. So, the statement of the lemma holds. □

We can bring the three cases together to find

𝑑
𝔼(𝕌)
dF

(VC,CC)

= 1 ·
(︃
1 −

(︂
2𝜀

1 + 2𝜀

)︂𝑚)︃
+ 1 · (2𝑚 − 𝑁) ·

(︂ 𝜀
1 + 2𝜀

)︂𝑚
+
(︂
1 + 𝜀

1 + 𝑚
)︂
· 𝑁 ·

(︂ 𝜀
1 + 2𝜀

)︂𝑚
= 1 + 𝑁 · 𝜀𝑚+1

(1 + 𝑚) · (1 + 2𝜀)𝑚 .
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So, if we were to compute 𝑑
𝔼(𝕌)
dF

(VC,CC) = 𝜇, then the number of

satisfying assignments would be

𝑁 = (𝜇 − 1) · (1 + 𝑚) · (1 + 2𝜀)𝑚
𝜀𝑚+1

.

This is easy to compute in polynomial time, and our construction can

still be done in polynomial time; hence, the result follows.

Theorem 3.21. The problem Expected Discrete Fréchet for imprecise
curves modelled as line segments under the uniform distribution is #P-hard.

We have stated the results for the uniform distribution; however, we

conjecture that this construction could work for some other distributions.

The requirements are that we need to be able to compute the probabil-

ities of falling into each region; that all realisations are equiprobable,

or we have some other way to compute the probability of getting a

satisfying realisation; and that we can compute 𝔼[min𝑗∈[𝑚] 𝑢𝑗] under

the appropriate distribution of 𝑢𝑗 .

3.1.2 Lower Bound Fréchet Distance

In this section, we prove that computing the lower bound continuous

Fréchet distance is NP-hard for uncertainty modelled with line seg-

ments. This contrasts with the algorithm for indecisive curves, given in

Section 3.2.1, and with the algorithm previously suggested by Ahn el

al. [18] for the discrete Fréchet distance. Unlike the upper bound proofs,

this reduction uses the NP-hard problem Subset-Sum. We consider the

following problems.

Problem 3.22. Lower Bound Continuous Fréchet: Given an uncertain

curve 𝒰 with 𝑚 vertices, a polygonal curve 𝜎 with 𝑛 vertices, and a

threshold 𝛿 > 0, decide if 𝑑min

F
(𝒰 , 𝜎) ≤ 𝛿.

Problem 3.23. Subset-Sum: Given a set 𝑆 = {𝑠1 , . . . , 𝑠𝑛} of 𝑛 positive

integers and a target integer 𝜏, decide if there exists an index set 𝐼 such

that

∑︁
𝑖∈𝐼 𝑠𝑖 = 𝜏.

As a polygonal curve is an uncertain curve, proving Problem 3.22 is

NP-hard implies the corresponding problem with two uncertain curves

is also NP-hard.
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(
2𝑖 − 1

2
)
𝛼 2𝑖𝛼

(
2𝑖 + 1

2
)
𝛼

𝑦𝑖

2𝑦𝑖

2𝛽𝑖−1 2𝛽𝑖−1

2𝛽𝑖−1 + 2𝑦𝑖

0

Figure 3.5. Passing through
(︁
(2𝑖 − 1/2)𝛼, 0

)︁
does not change the height, and

passing through
(︁
(2𝑖 − 1/2)𝛼,−𝑦𝑖

)︁
adds 2𝑦𝑖 .

An Intermediate Problem

We start by reducing Subset-Sum to a more geometric intermediate

curve-based problem.

Definition 3.24. Let 𝛼 > 0 be some value, and let 𝜋 = ⟨𝜋1 , . . . ,𝜋2𝑛+1⟩
be a polygonal curve. We call 𝜋 an 𝛼-regular curve if for all 𝑖 ∈ [2𝑛 + 1],
the 𝑥-coordinate of 𝜋𝑖 is 𝑖 · 𝛼. Let 𝑌 = {𝑦1 , . . . , 𝑦𝑛} be a set of 𝑛 positive

integers. Call 𝜋 a 𝑌-respecting curve if:

1. For all 𝑖 ∈ [𝑛], 𝜋 passes through the point

(︁
(2𝑖 + 1/2)𝛼, 0

)︁
.

2. For all 𝑖 ∈ [𝑛], 𝜋 either passes through the point

(︁
(2𝑖 − 1/2)𝛼, 0

)︁
or(︁

(2𝑖 − 1/2)𝛼,−𝑦𝑖
)︁
.

Intuitively, Definition 3.24 requires 𝜋 to pass through

(︁
(2𝑖 + 1/2)𝛼, 0

)︁
as it reflects the 𝑦-coordinate about the line 𝑦 = 0 (see Figure 3.5). Thus,

if the curve also passes through

(︁
(2𝑖− 1/2)𝛼, 0

)︁
, the two reflections cancel

each other. If it passes through

(︁
(2𝑖 − 1/2)𝛼,−𝑦𝑖

)︁
, the lemma below

argues that 𝑦𝑖 shows up in the final vertex height.

Lemma 3.25. Let 𝜋 be a𝑌-respecting 𝛼-regular curve, and let 𝐼 be the subset of
indices such that𝜋 passes through

(︁
(2𝑖−1/2)𝛼,−𝑦𝑖

)︁
for all 𝑖 ∈ 𝐼. If𝜋1 = (𝛼, 0),

then 𝜋2𝑛+1 =
(︁
(2𝑛 + 1)𝛼, 2∑︁𝑖∈𝐼 𝑦𝑖

)︁
.

Proof. For 𝑗 ∈ [𝑛], let 𝐼 𝑗 = {𝑖 ∈ 𝐼 | 𝑖 ≤ 𝑗}, and let 𝛽 𝑗 =
∑︁
𝑖∈𝐼𝑗 𝑦𝑖 , where

𝛽0 = 0. We argue by induction that 𝜋2𝑗+1 =
(︁
(2𝑗+1)𝛼, 2𝛽 𝑗

)︁
, thus yielding
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the lemma statement when 𝑗 = 𝑛. For the base case, 𝑗 = 0, the statement

becomes 𝜋1 = (𝛼, 0), which is true by assumption of the lemma.

Assume that 𝜋2𝑗−1 =
(︁
(2𝑗 − 1)𝛼, 2𝛽 𝑗−1

)︁
. Suppose that 𝑗 ∉ 𝐼. In this

case, since 𝜋 is 𝑌-respecting, it passes through points

(︁
(2𝑗 − 1/2)𝛼, 0

)︁
and

(︁
(2𝑗 + 1/2)𝛼, 0

)︁
. This implies 𝜋2𝑗 = (2𝑗𝛼,−2𝛽 𝑗−1) and 𝜋2𝑗+1 =

(︁
(2𝑗 +

1)𝛼, 2𝛽 𝑗−1

)︁
=

(︁
(2𝑗 + 1)𝛼, 2𝛽 𝑗

)︁
. Now suppose that 𝑗 ∈ 𝐼. In this case, it

must pass through points

(︁
(2𝑗 − 1/2)𝛼,−𝑦 𝑗

)︁
and

(︁
(2𝑗 + 1/2)𝛼, 0

)︁
. This

implies 𝜋2𝑗 =
(︁
2𝑗𝛼, 2𝛽 𝑗−1 − 2 · (2𝛽 𝑗−1 + 𝑦 𝑗)

)︁
=

(︁
2𝑗𝛼,−2(𝛽 𝑗−1 + 𝑦 𝑗)

)︁
and

𝜋2𝑗+1 =
(︁
(2𝑗 + 1)𝛼, 2(𝛽𝑖−1 + 𝑦 𝑗)

)︁
=
(︁
(2𝑗 + 1)𝛼, 2𝛽 𝑗

)︁
. See Figure 3.5. □

The following corollary is needed in the next section, and follows

from Lemma 3.25.

Corollary 3.26. For a set 𝑌 = {𝑦1 , . . . , 𝑦𝑛}, let 𝑀 =
∑︁𝑛
𝑖=1

𝑦𝑖 . For any vertex
𝜋𝑖 of a 𝑌-respecting 𝛼-regular curve, its 𝑦-coordinate is at most 2𝑀 and at
least −2𝑀.

Problem 3.27. RR-Curve: Given a set 𝑌 = {𝑦1 , . . . , 𝑦𝑛} of 𝑛 positive

integers, a value 𝛼 = 𝛼(𝑌) > 0, and an integer 𝜏, decide if there is a

𝑌-respecting 𝛼-regular curve 𝜋 = ⟨𝜋1 , . . . ,𝜋2𝑛+1⟩ such that 𝜋1 = (𝛼, 0)
and 𝜋2𝑛+1 =

(︁
(2𝑛 + 1)𝛼, 2𝜏

)︁
.

By Lemma 3.25, Subset-Sum immediately reduces to this problem by

setting 𝑌 = 𝑆. Note that for this reduction, it suffices to use any positive

constant for 𝛼; however, we allow 𝛼 to depend on 𝑌, as this is ultimately

required in our reduction to Problem 3.22.

Theorem 3.28. For any 𝛼(𝑌) > 0, RR-Curve is NP-hard.

Reduction to Lower Bound Fréchet Distance

Let 𝛼, 𝜏, 𝑌 = {𝑦1 , . . . , 𝑦𝑛} be an instance of RR-Curve. In this section,

we show how to reduce it to an instance (𝛿, 𝒰 , 𝜎) of Problem 3.22, where

the uncertain regions in 𝒰 are vertical line segments. The main idea

is to use 𝒰 to define an 𝛼-regular curve, and to use 𝜎 to enforce that

it is 𝑌-respecting. Let 𝑀 =
∑︁𝑛
𝑖=1

𝑦𝑖 . Then 𝒰 = ⟨𝑉1 , . . . , 𝑉2𝑛+1⟩, where

𝑉𝑖 is a vertical segment whose horizontal coordinate is 𝑖 · 𝛼 and whose

vertical extent is the interval [−2𝑀, 2𝑀]. By Corollary 3.26, we have the

following simple observation.
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𝛿

𝛿

𝑝

(a) g𝛿(𝑝)

𝑝
𝑝 𝑙𝛿 𝑝𝑟𝛿

(b) lcg𝛿(𝑝)

𝑞

𝑞 𝑙𝛿

(c) ucg𝛿(𝑞)

Figure 3.6. Depiction of the gadgets g𝛿(𝑝), lcg𝛿(𝑝), and ucg𝛿(𝑝). Dashed

circles represent zero-area points; the red (blue) square represents the starting

(ending) point.

Observation 3.29. The set of all 𝑌-respecting 𝛼-regular curves is a subset of
Real(𝒰).

Thus, the main challenge is to define 𝜎 to enforce that the realisation

is 𝑌-respecting. To that end, we first describe a gadget forcing the

realisation to pass through a specified point.

Definition 3.30. For any point 𝑝 = (𝑥, 𝑦) ∈ ℝ2
and value 𝛿 > 0, let the

𝛿-gadget at 𝑝, denoted by g𝛿(𝑝), be the curve (𝑥, 𝑦) ⊔ (𝑥, 𝑦 + 𝛿) ⊔ (𝑥, 𝑦 −
𝛿) ⊔ (𝑥, 𝑦 + 𝛿) ⊔ (𝑥, 𝑦). See Figure 3.6a.

Lemma 3.31. Let 𝑝 = (𝑥, 𝑦) ∈ ℝ2 be a point, and let 𝑆 be any line segment.
If 𝑑F(𝑆, g𝛿(𝑝)) ≤ 𝛿, then 𝑆 must pass through 𝑝.

Proof. In order, g𝛿(𝑝) visits the points (𝑥, 𝑦 + 𝛿), (𝑥, 𝑦 − 𝛿), and (𝑥, 𝑦 + 𝛿).
Let 𝑎 = (𝑎𝑥 , 𝑎𝑦), 𝑏 = (𝑏𝑥 , 𝑏𝑦), 𝑐 = (𝑐𝑥 , 𝑐𝑦) be the points from 𝑆 which get
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aligned with these respective points under an optimal Fréchet alignment.

If the Fréchet distance is at most 𝛿, then 𝑏𝑦 ≤ 𝑦 ≤ 𝑎𝑦 , 𝑐𝑦 . If 𝑆 has a

positive slope w.r.t. the order along 𝑆, then also 𝑐𝑦 ≥ 𝑏𝑦 ≥ 𝑎𝑦 , so we have

𝑎𝑦 = 𝑏𝑦 and so 𝑎 = 𝑏. However, if 𝑎 = 𝑏, then this point must be 𝑝 itself,

as 𝑝 is the only point with distance at most 𝛿 from both (𝑥, 𝑦 + 𝛿) and

(𝑥, 𝑦 − 𝛿). If 𝑆 has a negative slope, then 𝑐𝑦 ≤ 𝑏𝑦 ≤ 𝑎𝑦 , so now 𝑏𝑦 = 𝑐𝑦
and 𝑏 = 𝑐, and again this must be point 𝑝. Finally, if 𝑆 is horizontal, then

𝑎 = 𝑏 = 𝑐 = 𝑝, as this is the only point on a horizontal segment aligned

with both (𝑥, 𝑦 + 𝛿) and (𝑥, 𝑦 − 𝛿). □

For our uncertain curve to be 𝑌-respecting, it must pass through

all the points of the form

(︁
(2𝑖 + 1/2)𝛼, 0

)︁
. This condition is satisfied by

placing a 𝛿-gadget at each such point, as follows from Lemma 3.31. The

second condition for a curve to be 𝑌-respecting is that it passes through(︁
(2𝑖 − 1/2)𝛼, 0

)︁
or

(︁
(2𝑖 − 1/2)𝛼,−𝑦𝑖

)︁
. This condition is much harder to

encode, and requires putting several 𝛿-gadgets together to create a

composite gadget.

Definition 3.32. For any point 𝑝 = (𝑥, 𝑦) ∈ ℝ2
and value 𝛿 > 0, let

𝑝 𝑙𝛿 = (𝑥 − 𝛿/2, 𝑦) and 𝑝𝑟𝛿 = (𝑥 + 𝛿/2, 𝑦). Define the 𝛿-lower composite gadget
at 𝑝, denoted lcg𝛿(𝑝), to be the curve g𝛿(𝑝) ⊔ 𝑝𝑟𝛿 ⊔ g𝛿(𝑝) ⊔ 𝑝 𝑙𝛿 ⊔ 𝑝

𝑟
𝛿. See

Figure 3.6b. Define the 𝛿-upper composite gadget at 𝑞, denoted ucg𝛿(𝑞), to

be the curve g𝛿(𝑞) ⊔ 𝑞 𝑙𝛿 ⊔ g𝛿(𝑞). See Figure 3.6c. Define the 𝛿-composite
gadget of 𝑝 and 𝑞, denoted cg𝛿(𝑝, 𝑞), to be the curve lcg𝛿(𝑝) ⊔ ucg𝛿(𝑞).

To use the composite gadget, we centre the lower gadget at height

−𝑦𝑖 and place the upper gadget directly above it at height zero. As

the two gadgets are on top of each other, ultimately, we require our

uncertain curve to go back and forth once between consecutive vertical

line segments; we have the following key property.

Lemma 3.33. Let 𝑝 = (𝑝𝑥 ,−𝑝𝑦) and 𝑞 = (𝑝𝑥 , 0) be points in ℝ2. Let
𝜋 = ⟨𝑎, 𝑏, 𝑐, 𝑑⟩ be a three-segment curve such that 𝑏𝑥 > 𝑝𝑥+𝛿 and 𝑐𝑥 < 𝑝𝑥−𝛿.
If 𝑑F(𝜋, cg𝛿(𝑝, 𝑞)) ≤ 𝛿, then:

1. the segment 𝑎𝑏 must pass through 𝑝,

2. the segment 𝑐𝑑 must pass through 𝑞, and

3. the segment 𝑏𝑐 must either pass through 𝑝 or through 𝑞.
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Proof. Recall from Definition 3.32 that cg𝛿(𝑝, 𝑞) = g𝛿(𝑝)⊔𝑝𝑟𝛿⊔g𝛿(𝑝)⊔𝑝 𝑙𝛿⊔
𝑝𝑟𝛿 ⊔ g𝛿(𝑞) ⊔ 𝑞 𝑙𝛿 ⊔ g𝛿(𝑞), and that the gadgets g𝛿(𝑝) and g𝛿(𝑞) lie entirely

on the vertical line at 𝑝𝑥 = 𝑞𝑥 . Thus, as 𝑏𝑥 > 𝑝𝑥 + 𝛿 and 𝑐𝑥 < 𝑝𝑥 − 𝛿, each

occurrence of g𝛿(𝑝) or g𝛿(𝑞) in cg𝛿(𝑝, 𝑞) must map either entirely before

or after 𝑏, and similarly entirely before or after 𝑐.

Moreover, as cg𝛿(𝑝, 𝑞) starts with g𝛿(𝑝) and 𝑏𝑥 > 𝑝𝑥 + 𝛿, this implies

that 𝑎 maps to 𝑝 and g𝛿(𝑝) maps to a subsegment of 𝑎𝑏, which by

Lemma 3.31 implies that 𝑎𝑏 passes through 𝑝. Similarly, as cg𝛿(𝑝, 𝑞)
ends with g𝛿(𝑞) and 𝑐𝑥 < 𝑞𝑥 − 𝛿, 𝑐𝑑 passes through 𝑞.

Finally, the portion of cg𝛿(𝑝, 𝑞) that maps to the segment 𝑏𝑐 must

contain a point on the vertical line at 𝑝𝑥 = 𝑞𝑥 (since 𝑏𝑥 > 𝑝𝑥 + 𝛿 and

𝑐𝑥 < 𝑝𝑥 − 𝛿). By the construction of cg𝛿(𝑝, 𝑞), this point must lie on

one of the (middle) g𝛿(𝑝) or g𝛿(𝑞) gadgets. As we already argued, such

gadgets must map entirely to one side of 𝑏 or 𝑐, so Lemma 3.31 implies

that 𝑏𝑐 must pass through 𝑝 or 𝑞. □

As 𝑏𝑐 shares an endpoint with 𝑎𝑏 and 𝑐𝑑, the following corollary is

immediate. It is used later to argue that while our uncertain curve goes

back and forth between consecutive vertical lines, it defines an 𝛼-regular

curve. (See Figure 3.7 used for Theorem 3.36.)

Corollary 3.34. If 𝑑F(𝜋, cg𝛿(𝑝, 𝑞)) ≤ 𝛿, then either 𝑎𝑏 and 𝑏𝑐 are on the
same line, or 𝑐𝑑 and 𝑏𝑐 are on the same line.

The following lemma acts as a rough converse of Lemma 3.33.

Lemma 3.35. Let 𝑝 = (𝑝𝑥 ,−𝑝𝑦) and 𝑞 = (𝑝𝑥 , 0) be points in ℝ2, with
𝑝𝑦 ≤ 𝛿/4. Let 𝜋 = ⟨𝑝, 𝑏, 𝑐, 𝑞⟩ be a curve such that 𝑝𝑥 + 𝛿 < 𝑏𝑥 ≤ 𝑝𝑥 + 1.1𝛿,
𝑝𝑥 − 1.1𝛿 ≤ 𝑐𝑥 < 𝑝𝑥 − 𝛿, and −𝛿/2 ≤ 𝑏𝑦 , 𝑐𝑦 ≤ 𝛿/2. If 𝑏𝑐 passes through either
𝑝 or 𝑞, then 𝑑F(𝜋, cg𝛿(𝑝, 𝑞)) ≤ 𝛿.

Proof. Recall that cg𝛿(𝑝, 𝑞) = g𝛿(𝑝)⊔𝑝𝑟𝛿⊔g𝛿(𝑝)⊔𝑝 𝑙𝛿⊔𝑝
𝑟
𝛿⊔g𝛿(𝑞)⊔𝑞 𝑙𝛿⊔g𝛿(𝑞).

First, observe that all the points on the prefix g𝛿(𝑝) ⊔ 𝑝𝑟𝛿 of cg𝛿(𝑝, 𝑞)
are at most 𝛿 away from 𝑝, and thus can all be mapped to the starting

point of 𝜋. Similarly, all points on the suffix 𝑞 𝑙𝛿 ⊔ g𝛿(𝑞) of cg𝛿(𝑝, 𝑞)
are at most 𝛿 away from 𝑞, and thus can all be mapped to the ending

point of 𝜋. Thus, it suffices to argue that 𝑑F(𝜋, 𝜎) ≤ 𝛿, where 𝜎 =

𝑝𝑟𝛿 ⊔ g𝛿(𝑝) ⊔ 𝑝 𝑙𝛿 ⊔ 𝑝
𝑟
𝛿 ⊔ g𝛿(𝑞) ⊔ 𝑞 𝑙𝛿.

It is easiest to describe the rest of the matching in a similar manner,

that is, as an alternating sequence of moves, where we stand still at a



Chapter 3. Similarity of Uncertain Curves in 2D 67

𝑞𝑖

𝑝𝑖

𝑞′
𝑖

𝑧2𝑖−1 𝑧2𝑖+1
𝑧2𝑖

𝑉2𝑖−1 𝑉2𝑖 𝑉2𝑖+1

(a) Pictorial representation of 𝜆𝑖 .

𝑝

𝑞

𝑈4𝑖−1𝑈4𝑖−3 𝑈4𝑖−2 𝑈4𝑖

𝑝

𝑞

𝑈4𝑖−1 𝑈4𝑖−2 𝑈4𝑖𝑈4𝑖−3

(b) The two solutions.

Figure 3.7. On the left, 𝜆𝑖 . On the right, the two possible solutions with the

Fréchet distance at most 𝛿. The top (resp. bottom) corresponds to an 𝛼-regular

curve passing through 𝑞 (resp. 𝑝).

single point on one curve while moving along a contiguous subcurve

from the other curve, and then switching curves. We now describe

this sequence, which differs based on whether 𝑏𝑐 passes through 𝑝 or

𝑞. Ultimately, the matchings are valid, since for each move, all points

on the subcurve have distance at most 𝛿 to the fixed point on the other

curve. Thus, we now simply describe the moves without reiterating this

property (distance at most 𝛿) which is validating each move.

First suppose that 𝑏𝑐 passes through 𝑝, then 𝜋 = ⟨𝑝, 𝑏, 𝑝, 𝑐, 𝑞⟩. In

this case, we first map the prefix ⟨𝑝, 𝑏, 𝑝⟩ of 𝜋 to 𝑝𝑟𝛿. Next, we map the

prefix 𝑝𝑟𝛿 ⊔ g𝛿(𝑝) ⊔ 𝑝 𝑙𝛿 of 𝜎 to 𝑝. Then we map the suffix ⟨𝑝, 𝑐, 𝑞⟩ of 𝜋 to

𝑝 𝑙𝛿. Finally, we map the suffix 𝑝 𝑙𝛿 ⊔ 𝑝
𝑟
𝛿 ⊔ g𝛿(𝑞) ⊔ 𝑞 𝑙𝛿 of 𝜎 to 𝑞.

Now suppose that 𝑏𝑐 passes through 𝑞, then 𝜋 = ⟨𝑝, 𝑏, 𝑞, 𝑐, 𝑞⟩. In

this case, we first map the prefix 𝑝𝑟𝛿 ⊔ g𝛿(𝑝) ⊔ 𝑝 𝑙𝛿 ⊔ 𝑝
𝑟
𝛿 of 𝜎 to 𝑝. Next, we

map the prefix ⟨𝑝, 𝑏, 𝑞⟩ of 𝜋 to 𝑝𝑟𝛿. Then we map the suffix 𝑝𝑟𝛿⊔g𝛿(𝑞)⊔ 𝑞 𝑙𝛿
of 𝜎 to 𝑞. Finally, we map the suffix ⟨𝑞, 𝑐, 𝑞⟩ of 𝜋 to 𝑞 𝑙𝛿. □

Theorem 3.36. Lower Bound Continuous Fréchet (Problem 3.22) is NP-
hard, even when the uncertain regions are all equal-length vertical segments
with the same height and the same horizontal distance (to the left or right)
between adjacent uncertain regions.
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Proof. To prove NP-hardness, we give a reduction from RR-Curve, which

is NP-hard by Theorem 3.28. Let 𝛼(𝑌), 𝜏,𝑌 = {𝑦1 , . . . , 𝑦𝑛} be an instance

of RR-Curve. For the reduction we set 𝛿 = 4𝑀, where 𝑀 =
∑︁𝑛
𝑖=1

𝑦𝑖 .

Note that Theorem 3.28 allows us to choose how to set 𝛼(𝑌), and in

particular we set 𝛼 = 2.1𝛿 = 8.4𝑀. (More precisely, the properties we

need are that 𝛼 > 2𝛿 and 𝛿 ≥ 4𝑀.) We now describe how to construct

𝒰 and 𝜎.

Let 𝑉 = {𝑉1 , . . . , 𝑉2𝑛+1} be a set of vertical line segments where all

upper (resp. lower) endpoints of the segments have height 2𝑀 (resp.

−2𝑀), and for all 𝑖, the 𝑥-coordinate of𝑉𝑖 is 𝑖𝛼. Let 𝒰 = ⟨𝑈1 , . . . , 𝑈4𝑛+1⟩
be the uncertain curve such that 𝑈4𝑛+1 = 𝑉2𝑛+1, and for all 𝑖 ∈ [𝑛],
𝑈4𝑖−3 = 𝑉2𝑖−1,𝑈4𝑖−2 = 𝑉2𝑖 ,𝑈4𝑖−1 = 𝑉2𝑖−1, and𝑈4𝑖 = 𝑉2𝑖 . For 𝑖 ∈ [2𝑛 + 1],
define the points 𝑧𝑖 = (𝑖𝛼, 0), and for 𝑖 ∈ [𝑛], define 𝑞𝑖 =

(︁
(2𝑖 − 1/2)𝛼, 0

)︁
,

𝑞′
𝑖
=
(︁
(2𝑖 + 1/2)𝛼, 0

)︁
, and 𝑝𝑖 =

(︁
(2𝑖 − 1/2)𝛼,−𝑦𝑖

)︁
. For a given value 𝑖 ∈ [𝑛],

consider the curve 𝜆𝑖 = 𝑧2𝑖−1 ⊔ cg𝛿(𝑝𝑖 , 𝑞𝑖) ⊔ 𝑧2𝑖 ⊔ g𝛿(𝑞′𝑖) (see Figure 3.7a).

Let 𝑠 = (𝛼, 0) and 𝑡 =
(︁
(2𝑛 + 1)𝛼, 2𝜏

)︁
. Then the curve 𝜎 is defined as

𝜎 = g𝛿(𝑠) ⊔ 𝜆1 ⊔ 𝜆2 ⊔ . . . ⊔ 𝜆𝑛 ⊔ g𝛿(𝑡) .

First, suppose there is a curve 𝜋′ = ⟨𝜋′
1
, . . . ,𝜋′

4𝑛+1
⟩ ⋐ 𝒰 such

that 𝑑F(𝜋′, 𝜎) ≤ 𝛿. Let 𝜋 = ⟨𝜋1 , . . . ,𝜋2𝑛+1⟩ be the curve such that

𝜋2𝑛+1 = 𝜋′
4𝑛+1

, and for all 𝑖 ∈ [𝑛], 𝜋2𝑖−1 = 𝜋4𝑖−3 and 𝜋2𝑖 = 𝜋4𝑖 . We argue

that 𝜋 is an 𝛼-regular 𝑌-respecting curve with 𝜋1 = 𝑠 and 𝜋2𝑛+1 = 𝑡.

Observe that 𝜋 is 𝛼-regular, as by the definition of 𝒰 , 𝜋𝑖 is a point on

the vertical segment 𝑉𝑖 . Also, as 𝜎 begins (resp. ends) with g𝛿(𝑠) (resp.

g𝛿(𝑡)), by Lemma 3.31, 𝜋1 = 𝜋′
1
= 𝑠 (resp. 𝜋2𝑛+1 = 𝜋′

4𝑛+1
= 𝑡). Thus,

it remains to argue that 𝜋 is 𝑌-respecting. To that end, consider the

portion 𝜆𝑖 of 𝜎 for some 𝑖.

First, consider the gadget g𝛿(𝑞′𝑖) from 𝜆𝑖 lying between 𝑧2𝑖 and 𝑧2𝑖+1.

By our choice of 𝛼, this gadget is strictly more than 𝛿 away from both𝑉2𝑖

and 𝑉2𝑖+1, and so the portion of 𝜋′
aligned with g𝛿(𝑞′𝑖) must lie between

𝜋′
4𝑖
= 𝜋2𝑖 and 𝜋′

4𝑖+1
= 𝜋2𝑖+1. Thus, by Lemma 3.31, 𝜋 must pass through

𝑞′
𝑖
.

Now consider the gadget cg𝛿(𝑝𝑖 , 𝑞𝑖) = lcg(𝑝𝑖) ⊔ucg(𝑞𝑖) from 𝜆𝑖 lying

between 𝑧2𝑖−1 and 𝑧2𝑖 . This gadget is strictly more than 𝛿 away from

both 𝑉2𝑖−1 and 𝑉2𝑖 , implying both that the portion of 𝜋′
aligned with

cg𝛿(𝑝𝑖 , 𝑞𝑖) lies between 𝜋′
4𝑖−3

and 𝜋′
4𝑖

, and that all three segments in the

subcurve from 𝜋′
4𝑖−3

to 𝜋′
4𝑖

must in part map to cg𝛿(𝑝𝑖 , 𝑞𝑖). Thus, by

Lemma 3.33, 𝜋′
4𝑖−3

𝜋′
4𝑖−2

passes through 𝑝𝑖 , and 𝜋′
4𝑖−1

𝜋′
4𝑖

passes through
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𝑞𝑖 . By Corollary 3.34, either 𝜋′
4𝑖−2

= 𝜋′
4𝑖

or 𝜋′
4𝑖−3

= 𝜋′
4𝑖−1

, and thus

𝜋′
4𝑖−3

𝜋′
4𝑖

= 𝜋2𝑖−1𝜋2𝑖 passes through either 𝑝𝑖 or 𝑞𝑖 (see Figure 3.7b).

Thus, 𝜋 is 𝑌-respecting.

Now suppose that there is an 𝛼-regular 𝑌-respecting curve 𝜋 =

⟨𝜋1 , . . . ,𝜋2𝑛+1⟩ such that 𝜋1 = 𝑠 and 𝜋2𝑛+1 = 𝑡. Let int(𝑝𝑖) be the

intersection with 𝑉2𝑖 of the line through 𝜋2𝑖−1 and 𝑝𝑖 , and let int(𝑞𝑖)
be the intersection with 𝑉2𝑖−1 of the line through 𝜋2𝑖 and 𝑞𝑖 . Let

𝜋′ = ⟨𝜋′
1
, . . . ,𝜋′

4𝑛+1
⟩ be the curve such that 𝜋′

4𝑛+1
= 𝜋2𝑛+1, and for all

𝑖 ∈ [𝑛], 𝜋′
4𝑖−3

= 𝜋2𝑖−1, 𝜋′
4𝑖−2

= int(𝑝𝑖), 𝜋′
4𝑖−1

= 𝜌, and 𝜋′
4𝑖

= 𝜋2𝑖 , where

𝜌 = 𝜋2𝑖−1 if 𝜋 passes through 𝑞𝑖 and 𝜌 = int(𝑞𝑖) if 𝜋 passes through 𝑝𝑖 .

(See Figure 3.7b.)

Let mid(𝑆) be the midpoint of a line segment 𝑆. By construction,

mid(𝜋′
4𝑖−3

𝜋′
4𝑖−2

) = 𝑝𝑖 , mid(𝜋′
4𝑖−1

𝜋′
4𝑖
) = 𝑞𝑖 , and mid(𝜋′

4𝑖−2
𝜋′

4𝑖−1
) = 𝑝𝑖

(resp. 𝑞𝑖) if 𝜋 passed through 𝑞𝑖 (resp. 𝑝𝑖). Let 𝛾𝑖 = ⟨𝑝𝑖 ,𝜋′
4𝑖−2

,𝜋′
4𝑖−1

, 𝑞𝑖⟩,
which by the previous argument is a subcurve of 𝜋′

.

To argue that 𝑑F(𝜋′, 𝜎) ≤ 𝛿, we now describe how to walk along the

curves 𝜋′
and 𝜎 so that at all times the distance between the positions on

the respective curves is at most 𝛿. Note that 𝛾𝑖 satisfies the conditions of

Lemma 3.35, implying that 𝑑F(cg𝛿(𝑝𝑖 , 𝑞𝑖), 𝛾𝑖) ≤ 𝛿, and thus for all 𝑖, we

can map cg𝛿(𝑝𝑖 , 𝑞𝑖) to 𝛾𝑖 . For the other parts of the curves, first observe

that with the exception of the cg𝛿(𝑝𝑖 , 𝑞𝑖) gadgets, 𝜎 is 𝑥-monotone, i.e.

as we walk along it, the 𝑥-coordinate never decreases. Moreover, with

the exception of the 𝛾𝑖 portions, 𝜋′
is 𝑥-monotone. Finally, observe that

cg𝛿(𝑝𝑖 , 𝑞𝑖) and 𝛾𝑖 have the same starting and ending points, and 𝜋′
and

𝜎 both start at 𝑠 and end at 𝑡. Thus, with the exception of the cg𝛿(𝑝𝑖 , 𝑞𝑖)
and 𝛾𝑖 portions, we can map all points from 𝜎 with a given 𝑥-coordinate

to the point on 𝜋′
with the same 𝑥-coordinate. It is easy to verify that

this maps points between the curves that are at most 𝛿 apart. First, as 𝜋′

is identical to 𝜋 outside of the 𝛾𝑖 , and since 𝜋 is 𝑌-respecting, 𝜋′
passes

through 𝑠, 𝑡, and 𝑞′
𝑖

for all 𝑖. Thus, the matching stands still on 𝜋′
at

these respective points as 𝜎 executes the g𝛿(𝑠), g𝛿(𝑡), and g𝛿(𝑞′𝑖) gadgets.

The vertical distance elsewhere between the curves is at most 4𝑀 by

Corollary 3.26, and by construction 4𝑀 ≤ 𝛿. □
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3.2 Algorithms for Lower Bound Fréchet Distance

In the previous section, we have shown that the decision problem

for 𝑑min

F
is hard, given an uncertain curve with line-segment-based

imprecision model and a polygonal curve. Interestingly, the same

problem is solvable in polynomial time for indecisive curves. This

result highlights a distinction between 𝑑min

F
and 𝑑max

F
and between the

different uncertainty models. To tackle 𝑑min

F
with general uncertain

curves, we develop approximation algorithms.

3.2.1 Exact Solution for Indecisive Curves

The key idea is that we can use a dynamic programming approach

similar to that for computing the Fréchet distance [23] and only keep

track of realisations of the last indecisive point considered so far. (Note

that one can also reduce the problem to the Fréchet distance between

paths in DAG complexes, studied by Har-Peled and Raichel [137], but

this yields a slower running time.) We present the approach for an

indecisive and a precise curve, and then generalise it to two indecisive

curves.

Indecisive and Precise

Consider the setting with an indecisive curve 𝒰 = ⟨𝑈1 , . . . , 𝑈𝑚⟩ with 𝑚

points and a precise curve 𝜎 = ⟨𝑞1 , . . . , 𝑞𝑛⟩ with 𝑛 points; each indecisive

point has 𝑘 possible realisations, 𝑈𝑖 = {𝑝1

𝑖
, . . . , 𝑝𝑘

𝑖
}. We want to solve

the decision problem ‘Is the lower bound Fréchet distance between the curves
at most some threshold 𝛿?’, so 𝑑min

F
(𝒰 , 𝜎) ≤ 𝛿?

In the free-space diagram for this problem, let 𝒰 be positioned along

the horizontal axis, and 𝜎 along the vertical axis. Just as for the precise

curve Fréchet distance, we are interested in the reachable intervals on

the cell boundary, since the free space in the cell interior is convex;

however, now we care about the different realisations of the points, so

we get a set of reachable boundaries instead of a single cell boundary.

We can adapt the standard dynamic program to deal with this problem.

We propagate reachability column by column. An important aspect

is that we only need to make sure that a reachable point is reachable

by a monotone path in the free-space diagram induced by some valid

realisation; we do not need to remember which one, since we never
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return to the previous points on the indecisive curve, and we also do

not care about the realisations that yield a distance higher than 𝛿—a

significant deviation from the upper bound Fréchet distance.

First of all, define Feas(𝑖 , ℓ ) to be the feasibility column for the realisa-

tion 𝑝ℓ
𝑖

of𝑈𝑖 . This is a set of intervals on the vertical line containing a cell

boundary in the free-space diagram, corresponding to the subintervals

of one curve within distance 𝛿 from a point on the other curve. It is

computed exactly the same way as for the precise Fréchet distance—it

depends on the distance between a point and a line segment and gives a

single interval on each vertical cell boundary. We can compute feasibility

for the right boundary of all cells in a column for a given realisation,

thus obtaining Feas(𝑖 , ℓ ).
Recall the standard dynamic program for computing the Fréchet

distance on precise curves. Represent it so that it operates column by

column, grouping propagation of reachable intervals between vertically

aligned cells. Call that procedure Prop(𝑅), where 𝑅 is the reachability
column for point 𝑖 and the result is the reachability column for point 𝑖 + 1

on one of the curves. Again, the reachability column is a set of intervals

on a vertical line, indicating the points in the free-space diagram that

are reachable from the lower left corner with a monotone path.

Define Reach(𝑖 , 𝑠) to be the reachability column induced by 𝑝𝑠
𝑖
, where

a point is in a reachability interval if it can be reached by a monotone

path for some realisation of the previous points. Then we compute

Reach(𝑖 + 1, ℓ ) = Feas(𝑖 + 1, ℓ ) ∩
⋃︂
ℓ ′∈[𝑘]

Prop(Reach(𝑖 , ℓ ′)) .

So, we iterate over all the realisations of the previous column, thus

getting precise cells, and simply propagate the reachable intervals as in

the precise Fréchet distance algorithm. For the column corresponding

to𝑈1, we set one reachable interval of a single point at the bottom for

all realisations 𝑝𝑠
1

for which ∥𝑝𝑠
1
− 𝑞1∥ ≤ 𝛿.

We now show correctness of this approach.

Lemma 3.37. For all 𝑖 > 1,

Reach(𝑖 , ℓ ) =
{︂
𝑦
|︁|︁|︁ ∃

𝑝
ℓ
1

1
,...,𝑝

ℓ𝑖−1

𝑖−1

[︂
𝑑F

(︂ (︁ ⨆︂
𝑗∈[𝑖−1]

𝑝
ℓ 𝑗

𝑗

)︁
⊔𝑝ℓ𝑖 , 𝜎[1 : ⌊𝑦⌋]⊔𝜎(𝑦)

)︂
≤ 𝛿

]︂}︂
.
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So, a point is inside a reachability interval if and only if there is a realisation
that defines a free-space diagram and a monotone path through that diagram to
this point.

Proof. We show this by induction on 𝑖. To compute Reach(2, ℓ ) for any

fixed ℓ ∈ [𝑘], we start from a single point in the bottom left corner of

the free space for the realisations of𝑈1 that are close enough to 𝑞1 and

we propagate the reachability through the resulting precise free-space

column. Clearly, the statement holds in this case; if some realisation of

𝑈1 is too far from 𝑞1, then the reachability column is correctly empty.

Now assume the statement holds for Reach(𝑖 , ℓ ′) for all ℓ ′ ∈ [𝑘]. Note

that all the values that we add to Reach(𝑖 + 1, ℓ ) for some fixed ℓ are

feasible, since we explicitly take the feasibility column and intersect it

with the propagated reachability. Any point 𝑦 in Reach(𝑖 + 1, ℓ ) comes

as a result of propagation from some Reach(𝑖 , ℓ ′) for some ℓ ′. So, there

is at least one point 𝑦′ in the reachability column 𝑖 for realisation 𝑝ℓ
′

𝑖

from which there is a monotone path to 𝑦. Since we know there was a

realisation up to that point of the two curves that enables a monotone

path from the start of the free space diagram to 𝑦′; and since point𝑈𝑖+1

is independent from the previous points; and since we have a fixed valid

realisation for points 𝑈𝑖 and 𝑈𝑖+1 that enables the continuation of the

monotone path from 𝑦′ to 𝑦, we conclude that the statement holds for

the column 𝑖 + 1. □

Therefore, querying the upper boundary of all reachability intervals

for𝑈𝑚 will give us the answer to the decision problem.

Now we analyse the complexity of the reachability column. A

particular right cell boundary is entirely reachable if the bottom of the

cell is reachable; combined with the feasibility interval, we get one

reachability interval per cell. Furthermore, if a cell is only reachable

from the left, since we consider monotone paths, each realisation of the

previous points induces a reachable interval of [𝑦′, 1] for some 0 ≤ 𝑦′ ≤ 1

if you assume the boundary coordinate range to be [0, 1]; therefore,

taking a union of such intervals still gives us at most one reachability

interval per cell. So, in the worst case we store Θ(𝑚𝑘) intervals. To

propagate, we consider all combinations of the two successive indecisive

points for all cells, yielding the running time of Θ(𝑚𝑛𝑘2).
Furthermore, observe that we can also store a realisation of the

previous point on the indecisive curve with the interval that corresponds
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to the lowest reachable point on the current interval. If we then store

all the reachability columns, we can later backtrack and find a specific

curve that realises the Fréchet distance below the threshold 𝛿. This

increases the storage requirements to Θ(𝑚𝑛𝑘); the running time stays

the same. We summarise the results:

Theorem 3.38. Given an indecisive curve 𝒰 = ⟨𝑈1 , . . . , 𝑈𝑚⟩, where each
indecisive point has 𝑘 options, 𝑈𝑖 = {𝑝1

𝑖
, . . . , 𝑝𝑘

𝑖
}, a precise curve 𝜎 =

⟨𝑞1 , . . . , 𝑞𝑛⟩, and a threshold 𝛿 > 0, we can decide if 𝑑min

F
(𝒰 , 𝜎) ≤ 𝛿 in

time Θ(𝑚𝑛𝑘2) in the worst case, using Θ(𝑚𝑘) space. We can also report
the realisation of 𝒰 realising the Fréchet distance at most 𝛿, using Θ(𝑚𝑛𝑘)
space instead. Call the algorithm that solves the problem and reports a fitting
realisation Decider(𝛿,𝒰 , 𝜎).

Indecisive and Indecisive

Now consider the setting where instead of 𝜎 we are given curve 𝒱 =

⟨𝑉1 , . . . , 𝑉𝑛⟩ with 𝑘 options per indecisive point, 𝑉𝑖 = {𝑞1

𝑖
, . . . , 𝑞𝑘

𝑖
}. We

can adapt the algorithm of the previous section by propagating in

column-major order, but cell by cell.

A cell boundary now depends on three indecisive points, since it

corresponds to a segment on one curve and a point on the other curve,

so there are 𝑘3
options per boundary to consider. We now store the

possibilities for 𝑚 − 1 right cell boundaries, 𝑘3
realisations per boundary,

and a single horizontal boundary, with also 𝑘3
options. So, we use

Θ(𝑚𝑘3) storage.

Whenever we propagate to one further cell, we need to find the

reachability for the top and the right boundary of the cell based on

the left and the lower boundary of the cell. We again go over all the

combinations of the realisations of the points that define the cell, yielding

𝑘4
possible precise cells to consider. We aggregate the values as before,

as for both the top and the right boundary only three points matter.

Since we solve the same problem as in the previous section and never

have to revisit a previously considered point, it should be clear that this

approach is correct. However, now we take Θ(𝑘4) time per cell, so in

the worst case we need Θ(𝑚𝑛𝑘4) time to complete the propagation.

Theorem 3.39. Given two indecisive curves 𝒰 = ⟨𝑈1 , . . . , 𝑈𝑚⟩ and 𝒱 =

⟨𝑉1 , . . . , 𝑉𝑛⟩, where each indecisive point has 𝑘 options,𝑈𝑖 = {𝑝1

𝑖
, . . . , 𝑝𝑘

𝑖
} and
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𝑉𝑖 = {𝑞1

𝑖
, . . . , 𝑞𝑘

𝑖
}, and a threshold 𝛿 > 0, we can decide if 𝑑min

F
(𝒰 ,𝒱) ≤ 𝛿

in time Θ(𝑚𝑛𝑘4) in the worst case, using Θ(𝑚𝑘3) space.

3.2.2 Approximation by Grids

Given a general uncertain curve 𝒰 and a polygonal curve 𝜎, in this

section, we show how to find a curve 𝜋 ⋐ 𝒰 such that 𝑑F(𝜋, 𝜎) ≤
(1 + 𝜀)𝑑min

F
(𝒰 , 𝜎). This is accomplished by carefully discretising the

regions, in effect approximately reducing the problem to the indecisive

case, for which we then can use Theorem 3.38.

For simplicity, assume the uncertain regions have constant complexity.

Throughout the section, we assume 𝑑min

F
(𝒰 , 𝜎) > 0, justified by the

following lemma.

Lemma 3.40. Let 𝒰 be an uncertain curve with 𝑚 vertices, and 𝜎 a polygonal
curve with 𝑛 vertices. Then one can determine whether 𝑑min

F
(𝒰 , 𝜎) = 0 in

𝒪(𝑚𝑛) time.

Proof. Observe that if for some 𝑗, 𝜎𝑗 lies on the segment 𝜎𝑗−1𝜎𝑗+1, then

𝑑F(𝜎, 𝜎′) = 0, where 𝜎′ = ⟨𝜎1 , . . . , 𝜎𝑗−1 , 𝜎𝑗+1 , . . . , 𝜎𝑛⟩. So we can assume

that no vertex of 𝜎 lies on the segment between its neighbours, as

otherwise we can remove that vertex and get the same result in terms

of the Fréchet distance. Thus, at every vertex 𝜎 turns, implying that

if there exists 𝜋 ⋐ 𝒰 such that 𝑑F(𝜋, 𝜎) = 0, then for all 𝑗, 𝜎𝑗 must be

aligned with some 𝜋𝑖 .
This observation leads to a simple decision procedure. Define

𝑠(𝑗) = {𝑖 ∈ [𝑚] | 𝑑F(𝜋[1 : 𝑖], 𝜎[1 : 𝑗]) = 0} ,

so a set of indices on 𝜎 that yield the zero Fréchet distance between the

corresponding prefix curves. Then we can go through 𝜎 one vertex at

a time, maintaining 𝑠(𝑗), and ultimately 𝑑min

F
(𝒰 , 𝜎) = 0 if and only if

𝑚 ∈ 𝑠(𝑛).
Initially, 𝑠(1) = {𝑖 ∈ [𝑚] | ∀𝑘 ∈ [𝑖] : 𝜎1 ∈ 𝑈𝑘}, which is easy to

test and compute. For 𝑗 > 1, 𝑠(𝑗) can be computed from 𝑠(𝑗 − 1) as

follows. Let Stab𝑗(𝑘) be the set of indices 𝑖 > 𝑘 such that there exist

points 𝑝𝑘+1 , . . . , 𝑝𝑖−1, appearing in order along 𝜎𝑗−1𝜎𝑗 , where 𝑝ℓ ∈ 𝑈ℓ for

all 𝑘 < ℓ < 𝑖. (Note that we always have 𝑘 + 1 ∈ Stab𝑗(𝑘).) So, Stab𝑗(𝑘) is

the set of indices 𝑖 of uncertainty regions, starting from 𝑘 + 1, such that
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all the regions between 𝑘 and 𝑖 are stabbed by the segment 𝜎𝑗−1𝜎𝑗 in the

correct order. Then we have

𝑠(𝑗) = {𝑖 | 𝜎𝑗 ∈ 𝑈𝑖 ∧ 𝑖 ∈ Stab𝑗(𝑘) with 𝑘 = max

ℓ<𝑖
{ℓ ∈ 𝑠(𝑗 − 1)}} .

From this definition of 𝑠(𝑗) it is easy to see that it can be computed in

𝒪(𝑚) time given 𝑠(𝑗 − 1), and thus the total time required is 𝒪(𝑚𝑛). In

particular, if 𝑠(𝑗 − 1) is non-empty, then let 𝑧 be the minimum value in

𝑠(𝑗 − 1). We now incrementally loop over values of 𝑖, where initially

𝑖 = 𝑧 + 1, and add 𝑖 to 𝑠(𝑗) if 𝜎𝑗 ∈ 𝑈𝑖 and 𝑖 ∈ Stab𝑗(𝑧). Note that in

constant time per iteration we can maintain sufficient information to

determine if 𝑖 ∈ Stab𝑗(𝑧), as we describe further. If at any iteration

𝑖 = 𝑧′ + 1 for 𝑧′ ∈ 𝑠(𝑗 − 1), we forget Stab𝑗(𝑧) (as we no longer need to

stab those regions) and start maintaining and checking Stab𝑗(𝑧′).
Note that the intersection of any𝑈ℓ with 𝜎𝑗−1𝜎𝑗 is a constant number

of intervals along 𝜎𝑗−1𝜎𝑗 . Then Stab𝑗(𝑘) can be computed incrementally

as follows. First, let 𝑝𝑘+1 be the earliest point of 𝜎𝑗−1𝜎𝑗 ∩𝑈𝑘+1. For some

𝑖 > 𝑘 + 1, let 𝑝𝑖 be the earliest point of 𝜎𝑗−1𝜎𝑗 ∩𝑈𝑖 , which is at least as

far along 𝜎𝑗−1𝜎𝑗 as 𝑝𝑖−1 (if it exists). If such 𝑝𝑖 exists, then we know that

𝑖 ∈ Stab𝑗(𝑘). Maintaining this information indeed takes constant time

per iteration. □

Decision Procedure

An algorithm is a (1+𝜀)-decider for Problem 3.22, if when 𝑑min

F
(𝒰 , 𝜎) ≤ 𝛿,

it returns a curve 𝜋 ⋐ 𝒰 such that 𝑑F(𝜋, 𝜎) ≤ (1 + 𝜀)𝛿, and when

𝑑min

F
(𝒰 , 𝜎) > (1 + 𝜀)𝛿, it returns False (in between either answer is

allowed). In this section, we present a (1 + 𝜀)-decider for Problem 3.22.

We make use of the following standard observation.

Observation 3.41. Given a curve 𝜋 = ⟨𝜋1 , . . . ,𝜋𝑛⟩, call a curve 𝜎 =

⟨𝜎1 , . . . , 𝜎𝑛⟩ an 𝑟-perturbation of 𝜋 if ∥𝜋𝑖 − 𝜎𝑖 ∥ ≤ 𝑟 for all 𝑖 ∈ [𝑛]. Since
∥𝜋𝑖 − 𝜎𝑖 ∥ , ∥𝜋𝑖+1 − 𝜎𝑖+1∥ ≤ 𝑟, all points of the segment 𝜎𝑖𝜎𝑖+1 are within
distance 𝑟 of 𝜋𝑖𝜋𝑖+1. For segments this implies that 𝑑F(𝜋𝑖𝜋𝑖+1 , 𝜎𝑖𝜎𝑖+1) ≤ 𝑟,
which implies that 𝑑F(𝜋, 𝜎) ≤ 𝑟 by composing the matchings for all 𝑖.

The high-level idea is to replace 𝒰 with the set of grid points it

intersects; however, as our uncertainty regions may avoid the grid points,

we need to include a slightly larger set of points.
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𝑈

Thick(𝑈, 𝑟)

Figure 3.8. An example of the sets from Definition 3.42. The region 𝑈 is shown

in blue, and Thick(𝑈, 𝑟) is in orange. The grid points of 𝐺𝑇𝑟 (𝑈) are in blue and

the corresponding set of expanded 𝑟-grid points EG𝑟 (𝑈) are in red.

Definition 3.42. Let𝑈 be a compact subset of ℝ𝑑
. We now define the

set of points EG𝑟(𝑈) which we call the expanded 𝑟-grid points of𝑈 (see

Figure 3.8). Let 𝐵(
√
𝑑𝑟) denote the ball of radius

√
𝑑𝑟, centred at the

origin. Let Thick(𝑈, 𝑟) = 𝑈 ⊕ 𝐵(
√
𝑑𝑟), where ⊕ denotes the Minkowski

sum. Let 𝐺𝑟 denote the regular grid of side length 𝑟, and let 𝐺𝑇𝑟(𝑈)
denote the subset of grid vertices from 𝐺𝑟 that fall in Thick(𝑈, 𝑟). Finally,

we define

EG𝑟(𝑈) = {𝑝 | 𝑝 = arg min

𝑞∈𝑈
∥𝑞 − 𝑥∥ for 𝑥 ∈ 𝐺𝑇𝑟(𝑈)} .

In the following observation we use the terms defined above.

Observation 3.43. For any 𝑥 ∈ 𝑈 , there is a point 𝑝 ∈ EG𝑟(𝑈) such that
∥𝑝 − 𝑥∥ ≤ 2

√
𝑑𝑟.

Proof. For any point 𝑥 ∈ 𝑈 , let 𝑔 be its nearest grid point in 𝐺𝑟 . Since

∥𝑥 − 𝑔∥ ≤
√
𝑑𝑟, we know that 𝑔 ∈ Thick(𝑈, 𝑟) = 𝑈 ⊕ 𝐵(

√
𝑑𝑟). So let 𝑝

be the point in 𝑈 which is closest to 𝑔; thus, 𝑝 ∈ EG𝑟(𝑈). Therefore,

∥𝑥 − 𝑝∥ ≤ ∥𝑥 − 𝑔∥ + ∥𝑔 − 𝑝∥ ≤
√
𝑑𝑟 +

√
𝑑𝑟 = 2

√
𝑑𝑟. □

Lemma 3.44. There is a (1+ 𝜀)-decider for Problem 3.22 in 𝑑 dimensions with
running time 𝒪(𝑚𝑛 · (1 + (Δ/𝜀𝛿)2𝑑)), for 0 < 𝜀 ≤ 1 and constant 𝑑, where
Δ = max𝑖∈[𝑚] diam(𝑈𝑖) is the maximum diameter of an uncertain region.

Proof. It helps with the analysis if 𝜀𝛿 < Δ. To ensure this, we first

do the following. Select an arbitrary curve 𝑥 ⋐ 𝒰 . Now using the
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standard 𝒪(𝑚𝑛)-time exact decider for the Fréchet distance [23], query

whether 𝑑F(𝑥, 𝜎) ≤ (1 + 𝜀)𝛿. If the decider returns 𝑑F(𝑥, 𝜎) ≤ (1 + 𝜀)𝛿,

then we can return 𝑥 as our solution. Otherwise, 𝑑F(𝑥, 𝜎) > (1 + 𝜀)𝛿,

and we next query whether 𝑑F(𝑥, 𝜎) ≤ Δ + 𝛿. By Observation 3.41 and

the triangle inequality, 𝑑F(𝑥, 𝜎) ≤ Δ + 𝑑min

F
(𝒰 , 𝜎). Thus, if the decider

returns Δ + 𝛿 < 𝑑F(𝑥, 𝜎), then 𝛿 < 𝑑min

F
(𝒰 , 𝜎), and so we return False.

Otherwise, the two decider calls tell us that (1 + 𝜀)𝛿 < 𝑑F(𝑥, 𝜎) ≤ Δ + 𝛿,

implying 𝜀𝛿 < Δ.

Let 𝑟 = 𝜀𝛿/2

√
𝑑, and for any 𝑈𝑖 of 𝒰 , let 𝐸𝑖 = EG𝑟(𝑈𝑖) denote the

expanded 𝑟-grid points of𝑈𝑖 , as defined in Definition 3.42. Consider the

indecisive curve 𝒰′ = ⟨𝐸1 , . . . , 𝐸𝑚⟩. We call the algorithm Decider((1+
𝜀)𝛿,𝒰′, 𝜎)of Theorem 3.38 and return whatever it returns, i.e. if it returns

a curve, then we return that curve, and if it returns that 𝑑min

F
(𝒰′, 𝜎) >

(1 + 𝜀)𝛿, then we return that 𝑑min

F
(𝒰 , 𝜎) > (1 + 𝜀)𝛿.

First, observe that 𝐸𝑖 ⊆ 𝑈𝑖 , and thus 𝑑min

F
(𝒰 , 𝜎) ≤ 𝑑min

F
(𝒰′, 𝜎). So

if 𝑑min

F
(𝒰 , 𝜎) > (1 + 𝜀)𝛿, then the decider must return 𝑑min

F
(𝒰′, 𝜎) >

(1 + 𝜀)𝛿, as desired. Now suppose that 𝑑min

F
(𝒰 , 𝜎) ≤ 𝛿. In this case, we

argue that our algorithm outputs a curve 𝜋′ ⋐ 𝒰 such that 𝑑F(𝜋′, 𝜎) ≤
(1+𝜀)𝛿. It suffices to argue that there exists some curve𝜋′ ⋐ 𝒰′

such that

𝑑F(𝜋′, 𝜎) ≤ (1+𝜀)𝛿, as then Theorem 3.38 guarantees the decider outputs

a curve (which is in Real(𝒰), as it is a superset of Real(𝒰′)). So let 𝜋 =

⟨𝜋1 , . . . ,𝜋𝑚⟩ be the curve in Real(𝒰) realising the lower bound Fréchet

distance to 𝜎, that is, 𝑑F(𝜋, 𝜎) = 𝑑min

F
(𝒰 , 𝜎). Let 𝜋′ = ⟨𝜋′

1
, . . . ,𝜋′

𝑚⟩ be

the curve such that 𝜋′
𝑖
= min𝑥∈𝐸𝑖 ∥𝑥−𝜋𝑖 ∥. Note that by Observation 3.43,

we have ∥𝜋𝑖 − 𝜋′
𝑖
∥ ≤ 2

√
𝑑𝑟 for all 𝑖. Thus, 𝜋′

is a 2

√
𝑑𝑟-perturbation of

𝜋 as described in Observation 3.41, and so 𝑑F(𝜋,𝜋′) ≤ 2

√
𝑑𝑟 = 𝜀𝛿. As

the Fréchet distance satisfies the triangle inequality, we therefore have

𝑑F(𝜋′, 𝜎) ≤ 𝑑F(𝜋, 𝜎) + 𝑑F(𝜋,𝜋′) ≤ 𝛿 + 𝜀𝛿 = (1 + 𝜀)𝛿. Thus, as 𝜋′ ⋐ 𝒰′
,

when our algorithm calls Decider((1 + 𝜀)𝛿,𝒰′, 𝜎), it returns a curve.

For the running time, recall we first spent 𝒪(𝑚𝑛) time to ensure

𝜀𝛿 < Δ, in which case we must bound the number of points in each 𝐸𝑖 .

By Definition 3.42, for all 𝑖, the number of points in 𝐸𝑖 is bounded by

the number of grid points in the region Thick(𝑈𝑖 , 𝑟). This region is the

Minkowski sum of a compact set of diameter at most Δ with a radius√
𝑑𝑟 ball, so its diameter is at most Δ + 2

√
𝑑𝑟. Recall that 𝑑 is a constant;



Chapter 3. Similarity of Uncertain Curves in 2D 78

thus, the number of grid points and hence |𝐸𝑖 | is

𝑂

(︃(︂
Δ + 2

√
𝑑𝑟

𝑟

)︂𝑑)︃
= 𝑂

(︃(︂
2

√
𝑑Δ

𝜀𝛿
+2

√
𝑑
)︂𝑑)︃

= 𝑂

(︃(︂
Δ

𝜀𝛿
+1

)︂𝑑)︃
= 𝑂

(︃(︂
Δ

𝜀𝛿

)︂𝑑)︃
.

Thus, by Theorem 3.38, the call to Decider takes time 𝑂
(︁
𝑚𝑛(Δ/𝜀𝛿)2𝑑

)︁
,

which bounds the total time of our algorithm. □

Optimisation

Theorem 3.45. Let 𝒰 be an uncertain curve with 𝑚 vertices, 𝜎 a polygonal
curve with 𝑛 vertices, and 𝛿 = 𝑑min

F
(𝒰 , 𝜎). Then for any 0 < 𝜀 ≤ 1, there

is an algorithm which returns a curve 𝜋 ⋐ 𝒰 such that 𝑑F(𝜋, 𝜎) ≤ (1 + 𝜀)𝛿,
whose running time is 𝑂

(︁
𝑚𝑛(log(𝑚𝑛) + (Δ/𝜀𝛿)2𝑑)

)︁
for constant 𝑑, where

Δ = max𝑖∈[𝑚] diam(𝑈𝑖) is the maximum diameter of an uncertain region.

Proof. Fix an arbitrary curve 𝑥 ⋐ 𝒰 . First, we compute the Fréchet

distance between 𝑥 and 𝜎. If 𝑑F(𝑥, 𝜎) ≥ Δ + Δ/𝜀, then we return 𝑥 as

our solution. Intuitively, this means that the Fréchet distance is large

when compared to the diameter of the uncertain regions, and so any

realisation we can pick works as a (1+𝜀)-approximation. To see why this

is valid, let 𝜋̂ ⋐ 𝒰 be an optimal solution, that is, 𝑑F(𝜋̂, 𝜎) = 𝑑min

F
(𝒰 , 𝜎).

Note that 𝑥 is a Δ-perturbation of 𝜋̂, and thus by the triangle inequality

and Observation 3.41,

𝑑F(𝑥, 𝜎) ≤ 𝑑F(𝑥, 𝜋̂) + 𝑑F(𝜋̂, 𝜎) ≤ Δ + 𝑑F(𝜋̂, 𝜎) .

If Δ + Δ/𝜀 ≤ 𝑑F(𝑥, 𝜎), then plugging in the inequality above implies that

Δ ≤ 𝜀 · 𝑑F(𝜋̂, 𝜎), which in turn implies that

𝑑F(𝑥, 𝜎) ≤ Δ + 𝑑F(𝜋̂, 𝜎) ≤ (1 + 𝜀) · 𝑑F(𝜋̂, 𝜎) .

So suppose that 𝑑F(𝑥, 𝜎) < (1 + 1/𝜀)Δ, in which case

𝑑min

F
(𝒰 , 𝜎) = 𝑑F(𝜋̂, 𝜎) ≤ 𝑑F(𝑥, 𝜎) + 𝑑F(𝜋̂, 𝑥)

<
(︂
1 + 1

𝜀

)︂
Δ + Δ =

(︂
2 + 1

𝜀

)︂
Δ = 𝛾 .

Let GridDecider(𝒰 , 𝜎, 𝜀′, 𝛿) be the (1 + 𝜀′)-decider of Lemma 3.44,

which correctly returns either False (which implies 𝑑min

F
(𝒰 , 𝜎) > 𝛿)

or a curve in Real(𝒰) with the Fréchet distance at most (1 + 𝜀′)𝛿 to
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𝜎. We perform a decreasing exponential search using GridDecider.

Specifically, starting at 𝑖 = 0, we call GridDecider(𝒰 , 𝜎, 𝜀/4, 𝛾/(1 + 𝜀/4)𝑖).
If GridDecider returns a curve (i.e. True), we increment 𝑖 by 1 and

repeat, otherwise if GridDecider outputs False, we return the curve

from iteration 𝑖 − 1. (Note that GridDecider cannot return False when

𝑖 = 0, as this would imply that 𝑑min

F
(𝒰 , 𝜎) > 𝛾.)

Let 𝑗 denote the index when the algorithm stops. So we know that

GridDecider(𝒰 , 𝜎, 𝜀/4, 𝛾/(1 + 𝜀/4)𝑗) returned False, and we also know

that GridDecider(𝒰 , 𝜎, 𝜀/4, 𝛾/(1 + 𝜀/4)𝑗−1) returned a curve 𝜋 ⋐ 𝒰 such

that 𝑑F(𝜋, 𝜎) ≤ (1 + 𝜀/4) · 𝛾/(1 + 𝜀/4)𝑗−1
. Therefore,

𝛾

(1 + 𝜀/4)𝑗
< 𝑑min

F
(𝒰 , 𝜎) ≤ 𝑑F(𝜋, 𝜎) ≤ (1 + 𝜀/4) 𝛾

(1 + 𝜀/4)𝑗−1

=
𝛾

(1 + 𝜀/4)𝑗−2

,

which implies that

𝑑F(𝜋, 𝜎) ≤
(︂
1 + 𝜀

4

)︂
2

𝑑min

F
(𝒰 , 𝜎) =

(︂
1 + 𝜀

2

+ 𝜀2

16

)︂
· 𝑑min

F
(𝒰 , 𝜎)

< (1 + 𝜀) · 𝑑min

F
(𝒰 , 𝜎) .

As for the running time, by Lemma 3.44, the time for the 𝑖-th call to

GridDecider is

𝑂

(︃
𝑚𝑛

(︂ (1 + 𝜀/4)𝑖Δ
𝜀𝛾

)︂
2𝑑
)︃
= 𝑂

(︃
𝑚𝑛

(︂ (1 + 𝜀/4)𝑖Δ
𝜀(2 + 1/𝜀)Δ

)︂
2𝑑
)︃
= 𝑂

(︃
𝑚𝑛

(︂
1 + 𝜀

4

)︂
2𝑑𝑖

)︃
.

Recall that 𝛿 = 𝑑min

F
(𝒰 , 𝜎) and 𝑗 is the index the last time GridDe-

cider is called. By the argument above, 𝛿 ≤ 𝛾/(1+ 𝜀/4)𝑗−2
, which implies

that 𝑗 − 2 ≤ log
1+𝜀/4

(𝛾/𝛿). Recall that 𝑑 is a constant; as GridDecider is

called 𝑗+1 times, and the running times for the calls to GridDecider form

an increasing geometric series, the total time for all calls to GridDecider

is

𝑂

(︃
𝑚𝑛

(︂
1 + 𝜀

4

)︂
2𝑑·

(︁
3+log

1+𝜀/4
(𝛾/𝛿)

)︁ )︃
= 𝑂

(︃
𝑚𝑛

(︂
1 + 𝜀

4

)︂
6𝑑 (︂

1 + 𝜀
4

)︂
2𝑑·log

1+𝜀/4
(𝛾/𝛿)

)︃
= 𝑂

(︃
𝑚𝑛

(︂
1 + 𝜀

4

)︂
2𝑑·log

1+𝜀/4
(𝛾/𝛿)

)︃
= 𝑂

(︃
𝑚𝑛

(︂𝛾
𝛿

)︂
2𝑑·log

1+𝜀/4
(1+𝜀/4)

)︃
= 𝑂

(︃
𝑚𝑛

(︂𝛾
𝛿

)︂
2𝑑
)︃
= 𝑂

(︃
𝑚𝑛

(︂ (2 + 1/𝜀)Δ
𝛿

)︂
2𝑑
)︃
= 𝑂

(︃
𝑚𝑛

(︂
Δ

𝜀𝛿

)︂
2𝑑
)︃
.
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As it takes 𝒪(𝑚𝑛 log(𝑚𝑛)) time to initially compute 𝑑F(𝑥, 𝜎) using the al-

gorithm of Alt and Godau [23], the total running time is𝑂
(︁
𝑚𝑛(log(𝑚𝑛)+

(Δ/𝜀𝛿)2𝑑)
)︁
. □

If the polygonal curve 𝜎 is replaced with an uncertain curve 𝒱, it

is easy to see that by discretising both 𝒰 and 𝒱, the same analysis

gives an algorithm to compute 𝑑min

F
(𝒰 ,𝒱). The only difference now is

that we must use Theorem 3.39 instead of Theorem 3.38, yielding the

following.

Corollary 3.46. Let 𝒰 and 𝒱 be uncertain curves with 𝑚 and 𝑛 vertices,
respectively, and 𝛿 = 𝑑min

F
(𝒰 ,𝒱). Then for any 0 < 𝜀 ≤ 1, there is an

algorithm returning curves 𝜋 ⋐ 𝒰 and 𝜎 ⋐ 𝒱 such that 𝑑F(𝜋, 𝜎) ≤ (1+ 𝜀)𝛿,
whose running time is 𝑂

(︁
𝑚𝑛(log(𝑚𝑛) + (Δ/𝜀𝛿)4𝑑)

)︁
for constant 𝑑, where Δ is

the maximum diameter of an uncertain region.

3.2.3 Greedy Algorithm

Here we argue that there is a simple 3-decider as defined in Section 3.2.2

for Problem 3.22, running in near-linear time in the plane for separated

regions. Roughly speaking, the idea is to greedily and iteratively pick

𝜋𝑖 ∈ 𝑈𝑖 so as to allow us to get as far as possible along 𝜎. Without

any assumptions on 𝒰 , this greedy procedure may walk too far ahead

and get stuck. Thus, in this section, we assume that consecutive𝑈𝑖 are

separated, so as to ensure optimal solutions do not lag too far behind.

Here we also assume that𝑈𝑖 are convex, i.e. imprecise, and have constant

complexity, as it simplifies certain definitions. Throughout this section,

let 𝒰 = ⟨𝑈1 , . . . , 𝑈𝑚⟩ be an uncertain curve and let 𝜎 = ⟨𝜎1 , . . . , 𝜎𝑛⟩ be

a polygonal curve.

Definition 3.47. Call 𝒰 𝛾-separated if for all 𝑖 ∈ [𝑚 − 1], ∥𝑈𝑖 −𝑈𝑖+1∥ > 𝛾
and each𝑈𝑖 is convex. Define an 𝑟-visit of𝑈𝑖 to be any maximal-length

contiguous portion of 𝜎∩
(︁
𝑈𝑖 ⊕ 𝐵(2𝑟)

)︁
which intersects𝑈𝑖 ⊕ 𝐵(𝑟), where

⊕ denotes the Minkowski sum. If 𝒰 is 𝛾-separated for 𝛾 ≥ 4𝑟, then

any 𝑟-visit of𝑈𝑖 is disjoint from any 𝑟-visit of𝑈 𝑗 for 𝑖 ≠ 𝑗, in which case

define the true 𝑟-visit of𝑈𝑖 to be the first 𝑟-visit of𝑈𝑖 which occurs after

the true 𝑟-visit of𝑈𝑖−1. (For𝑈1 it is the first 𝑟-visit.)
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Lemma 3.48. If 𝒰 is 𝛾-separated for 𝛾 ≥ 4𝑟, then for any curve 𝜋 ⋐ 𝒰 and
any reparametrisations 𝑓 and 𝑔 such that cost 𝑓 ,𝑔(𝜋, 𝜎) ≤ 𝑟, 𝜋𝑖 must map to a
point on the true 𝑟-visit of𝑈𝑖 for all 𝑖.

Proof. First, note that since cost 𝑓 ,𝑔(𝜋, 𝜎) ≤ 𝑟, 𝜋𝑖 must map to a point in

an 𝑟-visit of𝑈𝑖 , and thus we only need to prove it is the true 𝑟-visit.

We prove the claim by induction on 𝑖. For 𝑖 = 1, the claim holds, as

𝜋1 must map to 𝜎1, and 𝜎1 is in the first 𝑟-visit of 𝑈1, which is its true

𝑟-visit.

Now suppose the claim holds for 𝑖 − 1. 𝜋𝑖 must map to a point on an

𝑟-visit of 𝑈𝑖 , and by the induction hypothesis, this visit must happen

after the true 𝑟-visit of𝑈𝑖−1 on 𝜎. Moreover, as 𝒰 is 4𝑟-separated, the

first point in𝑈𝑖 ⊕ 𝐵(𝑟) of the first 𝑟-visit of𝑈𝑖 that occurs after the true

𝑟-visit of 𝑈𝑖−1 (i.e. true 𝑟-visit of 𝑈𝑖) must map to a point 𝑥 on 𝜋𝑖−1𝜋𝑖 .
Note, however, that as both 𝑥 and 𝜋𝑖 map to points in 𝑈𝑖 ⊕ 𝐵(𝑟), the

portion of 𝜎 that the segment 𝑥𝜋𝑖 maps to must lie within 𝑈𝑖 ⊕ 𝐵(2𝑟),
i.e. the same 𝑟-visit. Therefore, all of 𝑥𝜋𝑖 is mapped to the true 𝑟-visit of

𝑈𝑖 , completing the proof. □

For two points 𝛼 and 𝛽 on 𝜎, let 𝛼 ≤ 𝛽 denote that 𝛼 occurs before 𝛽,

and for any points 𝛼 ≤ 𝛽 let 𝜎(𝛼, 𝛽) denote the subcurve between 𝛼 and 𝛽.

Definition 3.49. The 𝛿-greedy sequence of 𝜎 with respect to 𝒰 , denoted

gs(𝒰 , 𝜎, 𝛿), is the longest possible sequence 𝛼 = ⟨𝛼1 , . . . , 𝛼𝑘⟩ of points

on 𝜎, where 𝛼1 = 𝜎1, and for any 𝑖 > 1, 𝛼𝑖 is the point furthest along 𝜎
such that ∥𝛼𝑖 −𝑈𝑖 ∥ ≤ 𝛿 and 𝑑F(𝛼𝑖−1𝛼𝑖 , 𝜎(𝛼𝑖−1 , 𝛼𝑖)) ≤ 2𝛿.

Observation 3.50. For any 𝑖 ≤ 𝑘, let 𝛼𝑖 = ⟨𝛼1 , . . . , 𝛼𝑖⟩ be the 𝑖-th prefix
of gs(𝒰 , 𝜎, 𝛿). Then 𝑑F(𝛼𝑖 , 𝜎(𝛼1 , 𝛼𝑖)) ≤ 2𝛿, and 𝛼𝑖 ⋐ 𝒰 𝑖 ⊕ 𝐵(𝛿), where
𝒰 𝑖 ⊕ 𝐵(𝛿) = ⟨𝑈1 ⊕ 𝐵(𝛿), . . . , 𝑈𝑖 ⊕ 𝐵(𝛿)⟩.

Lemma 3.51. If 𝒰 is 10𝛿-separated and 𝑑min

F
(𝒰 , 𝜎) ≤ 𝛿, then gs(𝒰 , 𝜎, 𝛿)

has length 𝑚 and 𝛼𝑚 = 𝜎𝑛 .

Proof. Let gs(𝒰 , 𝜎, 𝛿) = 𝛼 = ⟨𝛼1 , . . . , 𝛼𝑘⟩. Let opt = ⟨opt
1
, . . . , opt𝑚⟩ be

any curve in Real(𝒰) such that 𝑑F(opt, 𝜎) = 𝑑min

F
(𝒰 , 𝜎). Throughout

this proof, we fix a matching realising 𝑑F(opt, 𝜎) and let 𝛽𝑖 be the point

on 𝜎 which opt𝑖 maps to under this matching. For the curve 𝛼, we fix the
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matching which is the composition of the reparametrisations realising

𝑑F(𝛼𝑖−1𝛼𝑖 , 𝜎(𝛼𝑖−1 , 𝛼𝑖)) ≤ 2𝛿, and, in particular, 𝛼𝑖 on 𝛼 maps to 𝛼𝑖 on 𝜎.

We prove by induction that for 𝑖 ≤ 𝑚, 𝛼𝑖 exists and 𝛽𝑖 ≤ 𝛼𝑖 . For 𝑖 = 1,

we have 𝛼1 = 𝛽1 = 𝜎1. So assume that 𝛼𝑖−1 exists. By Observation 3.50,

𝛼𝑖−1 ⋐ 𝒰 𝑖−1 ⊕ 𝐵(𝛿), and, moreover, 𝑑F(𝜎(𝛼1 , 𝛼𝑖−1), 𝛼𝑖−1) ≤ 2𝛿. Since 𝒰
is 10𝛿-separated, 𝒰 𝑖−1 ⊕ 𝐵(𝛿) is 8𝛿-separated, and thus by Lemma 3.48,

𝛼𝑖−1 is on the true 2𝛿-visit of𝑈𝑖−1 ⊕ 𝐵(𝛿) by the prefix curve 𝜎(𝛼1 , 𝛼𝑖−1).
Observe that the true 2𝛿-visit of𝑈𝑖−1⊕𝐵(𝛿)by the prefix curve 𝜎(𝛼1 , 𝛼𝑖−1)
is a subset of the true 2𝛿-visit of 𝑈𝑖−1 ⊕ 𝐵(𝛿) by 𝜎, and thus 𝛼𝑖−1 is on

the true 2𝛿-visit of𝑈𝑖−1 ⊕ 𝐵(𝛿) by 𝜎. We also have that opt ⋐ 𝒰 ⊕ 𝐵(𝛿),
as 𝑈 𝑗 ⊂ 𝑈 𝑗 ⊕ 𝐵(𝛿) for all 𝑗, so by Lemma 3.48, 𝛽𝑖−1 and 𝛽𝑖 are on the

true 2𝛿-visit of𝑈𝑖−1 ⊕ 𝐵(𝛿) and𝑈𝑖 ⊕ 𝐵(𝛿). In particular, this implies that

𝛽𝑖−1 ≤ 𝛼𝑖−1 ≤ 𝛽𝑖 , as the true 2𝛿-visits of 𝑈𝑖−1 ⊕ 𝐵(𝛿) and 𝑈𝑖 ⊕ 𝐵(𝛿)
are disjoint. Thus, some point 𝑥 on the segment opt𝑖−1

opt𝑖 must

map to 𝛼𝑖−1. Note that 𝑑F(𝑥opt𝑖 , 𝜎(𝛼𝑖−1 , 𝛽𝑖)) ≤ 𝛿. As ∥𝑥 − 𝛼𝑖−1∥ ≤ 𝛿,

𝑑F(𝑥opt𝑖 , 𝛼𝑖−1opt𝑖) ≤ 𝛿, and so by the triangle inequality for the Fréchet

distance, 𝑑F(𝛼𝑖−1opt𝑖 , 𝜎(𝛼𝑖−1 , 𝛽𝑖)) ≤ 2𝛿. Since ∥𝛽𝑖 − opt𝑖 ∥ ≤ 𝛿, 𝛽𝑖 is a

possible choice for 𝛼𝑖 , and thus 𝛼𝑖 exists and 𝛽𝑖 ≤ 𝛼𝑖 . Finally, since 𝛼𝑖
exists for all 𝑖 ≤ 𝑚, 𝛼 = gs(𝒰 , 𝜎, 𝛿) has length 𝑚, and moreover, since

𝛽𝑚 ≤ 𝛼𝑚 and 𝛽𝑚 = 𝜎𝑛 , we conclude that 𝛼𝑚 = 𝜎𝑛 . □

The following lemma is the only place where we require the points

to be in ℝ2
. The proof uses a result from Guibas et al. [132].

Lemma 3.52. For 𝒰 and 𝜎 in ℝ2, where 𝒰 is 10𝛿-separated, gs(𝒰 , 𝜎, 𝛿) is
computable in time 𝒪(𝑚 + 𝑛 log 𝑛).

Proof. Given 𝛼𝑖 from gs(𝒰 , 𝜎, 𝛿), we describe how to compute 𝛼𝑖+1, if

it exists. Let 𝜎𝑗 be the smallest-index vertex such that 𝛼𝑖 < 𝜎𝑗 . Let

⟨𝐷𝑗 , . . . , 𝐷𝑛⟩ be the sequence of 2𝛿-radius disks, where 𝐷𝑙 is centred

at 𝜎𝑙 . Observe that for 𝛼𝑖+1 to be able to lie on 𝜎𝑧𝜎𝑧+1, for any 𝑧 ≥ 𝑗,

we first require that 𝑑F(𝛼𝑖𝛼𝑖+1 , 𝜎(𝛼𝑖 , 𝛼𝑖+1)) ≤ 2𝛿, which occurs if and

only if there exist points 𝑝 𝑗 , . . . , 𝑝𝑧 that appear in order along 𝛼𝑖𝛼𝑖+1

such that 𝑝𝑙 ∈ 𝐷𝑙 . Clearly, such points are necessary, but they are also

sufficient, as 𝑑F(𝑝𝑙𝑝𝑙+1 , 𝜎𝑙𝜎𝑙+1) ≤ 2𝛿. (As 𝛼𝑖 and 𝛼𝑖+1 lie on 𝜎, the same

holds for 𝛼𝑖𝜎𝑗 and 𝜎𝑧𝛼𝑖+1.) gs(𝒰 , 𝜎, 𝛿) also requires that 𝛼𝑖+1 lie within

distance 𝛿 of𝑈𝑖+1. This is equivalent to requiring that 𝜎𝑧𝜎𝑧+1 intersects

𝑈𝑖+1 ⊕ 𝐵(𝛿). As both 𝜎𝑧𝜎𝑧+1 and 𝑈𝑖+1 ⊕ 𝐵(𝛿) are convex regions, their

intersection is convex, i.e. a single subsegment of 𝜎𝑧𝜎𝑧+1. Let 𝑆𝑖+1(𝑧)
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denote this segment, which we can compute in constant time, as 𝑈𝑖+1

is a constant-complexity convex region. Note that 𝛼𝑖+1 may lie on the

same segment of 𝜎 as 𝛼𝑖 , i.e. 𝑧 = 𝑗 − 1, which is an easier case, as no

disks need to be intersected and 𝑑F(𝛼𝑖𝛼𝑖+1 , 𝜎(𝛼𝑖 , 𝛼𝑖+1)) ≤ 2𝛿 holds.

Given a sequence of 𝑘 equal-radius disks ⟨𝐷1 , . . . , 𝐷𝑘⟩, say that a

line ℓ stabs the disks if for all 𝑗 ≤ 𝑘, there exists a point 𝑝 𝑗 ∈ ℓ ∩ 𝐷𝑗

such that the 𝑝 𝑗 appear in order along ℓ . Guibas et al. [132] give an

𝒪(𝑘 log 𝑘)-time algorithm that determines the set of all stabbing lines.

As follows from the description of our problem, their algorithm can be

used to determine 𝛼𝑖+1 given 𝛼𝑖 by restricting the stabbing line to first

pass through 𝛼𝑖 and requiring it to intersect 𝑆𝑖+1(𝑘) at the end.

We now sketch the necessary changes. Their algorithm inserts the

disks in order, maintaining three objects—the support hull, the limiting

lines, and the line stabbing wedge. The support hull consists of a pair of

upper and lower concave chains that all stabbers must pass between, and

the limiting lines represent the largest and the smallest slope stabbers.

The wedge is the set of all points 𝑝 such that there is a stabber that passes

through 𝑝 after passing through the required points from the disks. To

modify their approach for our setting, we require the stabber to initially

pass through 𝛼𝑖 . This actually simplifies the problem by joining and

collapsing the chains of the support hull,3 and thus we can focus on the

wedge. After 𝑗 insertions, the wedge boundary consists of 𝒪(𝑗) pieces

from the disks, flanked by the limiting lines. These ordered boundary

pieces are stored in a binary tree to facilitate logarithmic-time updates

when a new disk is inserted, and we can simply reuse this structure to

determine the intersection of the wedge with 𝑆𝑖+1(𝑗).
By Definition 3.49, the line segment 𝜎𝑧𝜎𝑧+1 that 𝛼𝑖+1 lies on must

have 𝑧 be as large as possible. Thus, we run the incremental procedure

above, where in the 𝑗-th round we check for intersection with 𝑆𝑖+1(𝑗). If

no such intersection is found before we reach the end of 𝜎 or the wedge

becomes empty, then 𝛼𝑖+1 does not exist. Otherwise, 𝛼𝑖+1 is defined.

However, the rounds which have intersection with 𝑆𝑖+1(𝑗) need not be

contiguous; thus, care is needed to determine the last such intersection

efficiently.

3
Alternatively, one can enforce the condition by defining an initial zero-radius disk 𝐷0

at 𝛼𝑖 , and indeed the referenced work [132] considers stabbers for more general collections

of convex objects.
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Let 𝑘 be the largest index such that 𝛼𝑘 is defined. By Observation 3.50,

for any 𝑖 ≤ 𝑘, we have 𝑑F(𝛼𝑖 , 𝜎(𝛼1 , 𝛼𝑖)) ≤ 2𝛿 and 𝛼𝑖 ⋐ 𝒰 𝑖 ⊕ 𝐵(𝛿). Since

𝒰 is 10𝛿-separated, 𝒰 𝑖 ⊕ 𝐵(𝛿) is 8𝛿-separated, and so by Lemma 3.48,

𝛼𝑖 must be in the true 2𝛿-visit of 𝑈𝑖 ⊕ 𝐵(𝛿) by 𝜎(𝛼1 , 𝛼𝑘). Thus, when

computing 𝛼𝑖 , we only need to consider vertices from 𝜎 which occur after

𝛼𝑖−1 and before the end of the true 2𝛿-visit of𝑈𝑖⊕𝐵(𝛿). If 𝑛𝑖 is the number

of such vertices, it therefore takes 𝒪(1+𝑛𝑖 log 𝑛𝑖) time to compute 𝛼𝑖 with

the algorithm above. Moreover, as the true 2𝛿-visits for𝑈𝑖 ⊕ 𝐵(𝛿) and

𝑈 𝑗 ⊕ 𝐵(𝛿) for 𝑖 ≠ 𝑗 ≤ 𝑘 are disjoint, any vertex of 𝜎 contributes to at most

two counts 𝑛𝑖 , as we have 𝛼 𝑗 ∈ 𝑈 𝑗 ⊕ 𝐵(𝛿), and we may process vertices

from 𝛼 𝑗 to the end of 𝑈 𝑗 ⊕ 𝐵(𝛿) twice; so

∑︁
𝑖 𝑛𝑖 ≤ 2𝑛. Thus, the total

running time is 𝒪(𝑚 + 𝑛 log 𝑛) +∑︁𝑘
𝑖=1

𝒪(1 + 𝑛𝑖 log 𝑛𝑖) = 𝒪(𝑚 + 𝑛 log 𝑛),
where the leading 𝒪(𝑚+𝑛 log 𝑛) term accounts for the time to determine

if 𝛼𝑘+1 does not exist for 𝑘 < 𝑚. □

Theorem 3.53. Let 𝒰 be 10𝑟-separated for some 𝑟 > 0. There is a 3-decider
for Problem 3.22 in the plane with the running time 𝒪(𝑚 + 𝑛 log 𝑛) that works
for any query value 0 < 𝛿 ≤ 𝑟.

Proof. Compute gs(𝒰 , 𝜎, 𝛿). If it has length𝑚, then let 𝜋 = ⟨𝜋1 , . . . ,𝜋𝑚⟩
be any curve in Real(𝒰) such that ∥𝜋𝑖 − 𝛼𝑖 ∥ ≤ 𝛿 for all 𝑖. If this occurs

and if 𝛼𝑚 = 𝜎𝑛 , we output 𝜋 as our solution, and otherwise we output

False. Thus, the running time follows from Lemma 3.52.

Observe that if we output a curve 𝜋, then 𝑑F(𝜋, 𝜎) ≤ 3𝛿, using the

triangle inequality:

𝑑F(𝜋, 𝜎) ≤ 𝑑F(𝜋, 𝛼) + 𝑑F(𝛼, 𝜎) ≤ 𝛿 + 2𝛿 = 3𝛿 .

Thus, we only need to argue that when 𝑑min

F
(𝒰 , 𝜎) ≤ 𝛿, a curve is

produced, which is immediate from Lemma 3.51. □

It is also possible to turn this procedure into a 9-approximation

algorithm for 𝑑min

F
. Suppose we are given a 10𝑟-separated uncertain

curve. We can use decreasing exponential search with a factor of 3,

starting with 𝛿 = 𝑟. Suppose that for 𝛿 = 𝑟, we get True; eventually,

we switch to False. Let the last True value be 𝑥; then 3𝑥 must be True,

and 𝑥/3 and 𝑥/9 must be False. Note that at most one value of 𝛿 can fall

into the interval with the uncertain answer of the 3-decider. Then we

know that 𝑑min

F
(𝒰 , 𝜎) ≤ 3𝑥 and 𝑑min

F
(𝒰 , 𝜎) > 3 · 𝑥/9 = 𝑥/3. Let 𝛿′ = 3𝑥
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be the returned distance, then 𝑑min

F
(𝒰 , 𝜎) ≤ 𝛿′ < 9𝑑min

F
(𝒰 , 𝜎), so 𝛿′ is a

9-approximation to the lower bound Fréchet distance.

3.3 Algorithms for Upper Bound and Expected Fréchet
Distance

As shown in Section 3.1.1, finding the upper bound and the expected

discrete and continuous Fréchet distance is hard even for simple uncer-

tainty models. However, restricting the possible couplings or alignments

between the curves makes the problem solvable in polynomial time.

In this section, we use indecisive curves. Define a Sakoe–Chiba time

band [194] in terms of reparametrisations of the curves: for a band of

width 𝑤 and all 𝑡 ∈ [0, 1], if 𝜙1(𝑡) = 𝑥, then 𝜙2(𝑡) ∈ [𝑥 − 𝑤, 𝑥 + 𝑤]. In

the discrete case, we can only couple point 𝑖 on one curve to points 𝑖 ±𝑤
on the other curve.

3.3.1 Upper Bound Discrete Fréchet Distance: Precise and Indecisive

First of all, let us discuss a simple setting. Suppose we are given a

curve 𝜎 = ⟨𝑞1 , . . . , 𝑞𝑛⟩ of 𝑛 precise points and 𝒰 = ⟨𝑈1 , . . . , 𝑈𝑛⟩ of 𝑛

indecisive points, each of them having ℓ options, so for all 𝑖 ∈ [𝑛], we

have𝑈𝑖 = {𝑝1

𝑖
, . . . , 𝑝ℓ

𝑖
}. We would like to answer the following decision

problem: ‘If we restrict the couplings to a Sakoe–Chiba band of width 𝑤, is
it true that 𝑑max

dF
(𝒰 , 𝜎) ≤ 𝛿 for some given threshold 𝛿 > 0?’ So, we want

to solve the complement of the decision problem for the upper bound

discrete Fréchet distance between a precise and an indecisive curve

discussed previously, which is co-NP-hard in the unrestricted setting.

In a fully precise setting the discrete Fréchet distance can be computed

using dynamic programming [100]. We create a table where the rows

correspond to vertices of one curve, say 𝜎, and columns correspond to

vertices of the other curve, say 𝜋. Each table entry (𝑖 , 𝑗) then contains a

True or False value indicating if there is a coupling between 𝜋[1 : 𝑖] and

𝜎[1 : 𝑗] with maximum distance at most 𝛿. We use a similar approach.

Suppose we position 𝒰 to go horizontally along the table, and 𝜎 to

go vertically. Consider an arbitrary column in the table and suppose

that we fix the realisation of 𝒰 up to the previous column. Then

we can simply consider the new column ℓ times, each time picking a

different realisation for the new point on 𝒰 , and compute the resulting
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Figure 3.9. Left: An indecisive and a precise curve. Middle: Distance matrix. ‘T

T’ in the bottom left cell means ∥1−1
𝑎 ∥ ≤ 𝛿 and ∥1−1

𝑏 ∥ ≤ 𝛿. Right: Computing

reachability matrix, column by column. Note two reachability vectors for the

second column.

reachability. As we do this for the entire column at once, we can

ensure consistency of our choice of realisation. This procedure will

give us a set of binary reachability vectors for the new column, each

vector corresponding to a realisation. The reachability vector is a boolean

vector that, for the cell (𝑖 , 𝑗) of the table, states whether for a particular

realisation 𝜋 of 𝒰[1 : 𝑖] the discrete Fréchet distance between 𝜋 and

𝜎[1 : 𝑗] is below some threshold 𝛿.

An important observation is that we do not need to distinguish

between the realisations that give the same reachability vector: once

we start filling out the next column, all we care about is the existence

of some realisation leading to that particular reachability vector. So,

we can keep a set of binary vectors corresponding to reachability in the

column.

This procedure was suggested for a specific realisation. However, we

can also repeat this for each previous reachability vector, only keeping

the unique results. As all the realisation choices happen along 𝒰 , by

treating the table column by column we ensure that we do not have

issues with inconsistent choices. Therefore, repeating this procedure

𝑛 times, we fill out the last column of the table. At that point, if any

vector from the last column has False in the top cell, then there is some

realisation 𝜋 ⋐ 𝒰 such that 𝑑dF(𝜋, 𝜎) > 𝛿, and hence 𝑑max

dF
(𝒰 , 𝜎) > 𝛿.

In more detail, we use two tables: the distance matrix 𝐷, where cell

(𝑖 , 𝑘, 𝑗) is True if and only if ∥𝑝𝑘
𝑖
− 𝑞 𝑗 ∥ ≤ 𝛿; and the dynamic program,

referred to as the reachability matrix 𝑅. First of all, we initialise the

distance matrix𝐷 and the reachability of the first column for all possible

locations of 𝑈1. Then we fill out 𝑅 column by column. We take the

reachability of the previous column and note that any cell can be reached
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either with a horizontal step or with a diagonal step. We need to consider

various extensions of the curve 𝒰 with one of the ℓ realisations of the

current point; the distance matrix should allow the specific coupling.

Assume we find that a certain cell is reachable; if allowed by the distance

matrix, we can then go upwards, marking the cells above the current cell

reachable, even if they are not directly reachable with a horizontal or a

diagonal step. Then we just remember the newly computed vector; we

make sure to only add distinct vectors. The computation is illustrated

in Figure 3.9; the pseudocode is given in Algorithm 3.1.

Correctness. We use the following loop invariant to show correctness.

Lemma 3.54. Consider column 𝑖. Every reachability vector of this column
corresponds to at least one realisation of 𝒰[1 : 𝑖] and the discrete Fréchet
distance between that realisation and 𝜎[1 : min(𝑛, 𝑖+𝑤)]; and every realisation
corresponds to some reachability vector.

Proof. The statement is trivial for the first column: we consider all ℓ

possible realisations of 𝑈1 and compute reachability of cells (1, 1) to

(1, 1 + 𝑤) in a straightforward way.

Now suppose the statement holds for column 𝑖. As follows from the

recurrence establishing the discrete Fréchet distance, the reachability of

column 𝑖 + 1 only depends on the distance matrix for column 𝑖 + 1 and

the reachability of column 𝑖. We consider every possible extension of

𝒰[1 : 𝑖] to 𝒰[1 : 𝑖 + 1], as for every reachability vector of column 𝑖, we

consider all ℓ options from the distance matrix for column 𝑖 + 1. Thus,

we only consider valid realisations for column 𝑖 + 1, and we consider all

of them from the point of view of reachability. □

Running time. First of all, populating the distance matrix takes time

Θ(ℓ𝑛𝑤). A call to Propagate takes Θ(𝑤) time, so initialisation of the first

column of the reachability matrix takes Θ(ℓ𝑤) time. Note that, at any

further point, we may have at most 2
2𝑤+1

distinct reachability vectors;

for each of them, we make ℓ calls to Propagate, taking Θ(4𝑤ℓ𝑤) time per

column, so over all the columns we need Θ(4𝑤ℓ𝑤𝑛) time. If we assume

that adding an element to the set takes amortised constant time, then the

previous value dominates. Finally, the check at the end takes Θ(4𝑤) time.
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Algorithm 3.1. Finding the time-banded upper bound discrete Fréchet distance

on an indecisive and a precise curve.

1 function TimeBandDFDIndPr(𝒰 , 𝜎, 𝑤, 𝛿)
2 ▷ Input constraint: |𝒰 | = |𝜎 | = 𝑛 and 0 ≤ 𝑤 < 𝑛

3 Initialise matrix 𝐷 of size 𝑛 × ℓ × (2𝑤 + 1)
4 for all 𝑖 ∈ [𝑛] do
5 for all 𝑘 ∈ [ℓ ] do
6 for all 𝑗 ∈ {max(1, 𝑖 − 𝑤), . . . ,min(𝑛, 𝑖 + 𝑤)} do
7 𝐷𝑖 ,𝑘, 𝑗 ≔ [𝑑(𝑝𝑘

𝑖
, 𝑞 𝑗) ≤ 𝛿?]

8 Initialise matrix 𝑅 of size 𝑛 × 2
2𝑤+1 × (2𝑤 + 1)

9 𝑅0 ≔ ⟨𝑟1 = True, 𝑟2 = False, 𝑟3 = False, . . . , 𝑟𝑤+1 = False⟩
10 for all 𝑘 ∈ [ℓ ] do
11 𝑅

1,𝑘 ≔ Propagate(𝑅0, 𝐷
1,𝑘 , 1, 𝑤, 𝑛)

12 for all 𝑖 ∈ [𝑛] \ {1} do
13 for all 𝐴 ∈ 𝑅𝑖−1 do ▷ For each reachability vector

14 𝐵 ≔ 𝐴 ∨ (𝐴 shifted by 1) ▷ Horizontal or diagonal step

15 for all 𝑘 ∈ [ℓ ] do
16 𝐶 ≔ Propagate(𝐵, 𝐷𝑖 ,𝑘 , 𝑖 , 𝑤, 𝑛)
17 Add 𝐶 to set 𝑅𝑖
18 𝑟 ≔ True

19 for all 𝐴 ∈ 𝑅𝑛 do
20 𝑟 ≔ 𝑟 ∧ 𝐴𝑛
21 return 𝑟
22

23 function Propagate(𝐴, 𝐵, 𝑖, 𝑤, 𝑛)
24 ▷ Propagate the reachability upwards in a column

25 𝐶 ≔ 𝐴 ∧ 𝐵 ▷ Step and distance matrix

26 𝑟 ≔ False

27 for all 𝑗 ∈ {max(1, 𝑖 − 𝑤), . . . ,min(𝑛, 𝑖 + 𝑤) do
28 if 𝐵𝑗 ∧ 𝐶 𝑗 then 𝑟 ≔ True ▷ Current cell already reachable

29 else if 𝐵𝑗 ∧ ¬𝐶 𝑗 ∧ 𝑟 then 𝐶 𝑗 ≔ True ▷ Vertical step

30 else if ¬𝐵𝑗 then 𝑟 ≔ False

31 return 𝐶
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So, overall the algorithm runs in time Θ(4𝑤ℓ𝑛𝑤). This agrees with our

hardness result: for a small fixed-width time band, we get the running

time of Θ(ℓ𝑛), whereas if we set 𝑤 = 𝑛 − 1 to compute the unrestricted

distance, the algorithm runs in exponential time—Θ(4𝑛ℓ𝑛2). We can

also only store vectors that dominate in terms of False values, as we are

interested in the worst case. This improvement reduces the running

time by a factor of

√
𝑤.

Theorem 3.55. Problem Upper Bound Discrete Fréchet restricted to a
Sakoe–Chiba time band of width 𝑤 on a precise curve and an uncertain curve
comprised of indecisive points with ℓ options, both of length 𝑛, can be decided
in time Θ(4𝑤ℓ𝑛

√
𝑤) in the worst case.

3.3.2 Upper Bound Discrete Fréchet Distance: Indecisive

Now we extend our previous result to the setting where both curves

are indecisive, so instead of 𝜎 we have 𝒱 = ⟨𝑉1 , . . . , 𝑉𝑛⟩, with, for each

𝑗 ∈ [𝑛], 𝑉𝑗 = {𝑞1

𝑗
, . . . , 𝑞ℓ

𝑗
}. Suppose we pick a realisation for curve

𝒱—then we can apply the algorithm we just described. We cannot

run it separately for every realisation; instead, note that the part of the

realisation that matters for column 𝑖 is the points from 𝑖 − 𝑤 to 𝑖 + 𝑤,

since any previous or further points are outside the time band. So, we

can fix these 2𝑤 + 1 points and compute the column. We do so for each

possible combination of these 2𝑤 + 1 points.

Lemma 3.56. Any reachability vector we store in column 𝑖 corresponds to
some realisation of the subcurves 𝒰[1 : 𝑖] and 𝒱[1 : min(𝑖 + 𝑤, 𝑛)], and
every such realisation has the resulting reachability vector stored in column 𝑖.

Proof. First of all, consider the statement for column 1. Clearly, we

consider all possible realisations of both subcurves, so the statement

holds.

Now, as we move from column 𝑖 to column 𝑖+1, we fix the realisation

of points 𝑖 + 1 − 𝑤 to 𝑖 + 1 + 𝑤 on curve 𝒱 and consider all the vectors

stemming from the possible values of point 𝑖 − 𝑤; as in Lemma 3.54, we

cover all realisations of curve 𝒰 .

As for curve 𝒱, note that we, again, only need the reachability from

the previous column and the distance matrix from the current column,

so the points before 𝑖 + 1 − 𝑤 do not play a role for the consistency

between the two, and thus they can be ignored.
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So, we only get reachability vectors corresponding to valid realisa-

tions, and we do not miss any, as required. □

The running time is now Θ(4𝑤ℓ 2𝑤+1𝑛𝑤), as we consider all combina-

tions of the 2𝑤 + 1 relevant points on 𝒱 with ℓ options per point. For

small constants𝑤 and ℓ , we getΘ(𝑛); for𝑤 = 𝑛−1, we getΘ(4𝑛𝑛2ℓ 2𝑛−1)—
exponential time in 𝑛. As in the previous algorithm, we can store the

boolean vectors more efficiently, reducing the running time by a factor

of

√
𝑤.

Theorem 3.57. Suppose we are given two indecisive curves of length 𝑛 with
ℓ options per indecisive point. Then we can decide whether the upper bound
discrete Fréchet distance restricted to a Sakoe–Chiba band of width 𝑤 is below
the threshold in time Θ(4𝑤ℓ 2𝑤+1𝑛

√
𝑤).

3.3.3 Expected Discrete Fréchet Distance

To compute the expected discrete Fréchet distance with time bands, we

need two observations:

1. For any two precise curves, there is a single threshold 𝛿 where

the answer to the decision problem changes from True to False—a

critical value. That threshold corresponds to the distance between

some two points on the curves.

2. We can modify our algorithm to store associated counts with each

reachability vector, obtaining the fraction of realisations that yield

the answer True for a given threshold 𝛿.

We can execute our algorithm for each critical value and get the cu-

mulative distribution function ℙ(𝑑dF(𝜋, 𝜎) > 𝛿) for 𝜋, 𝜎 ⋐𝕌 𝒰 ,𝒱. As

explained in the rest of this section, using the fact that the cumulative

distribution function is a step function, we compute 𝑑𝔼
dF

.

Consider first the setting of one precise and one indecisive curve.

Previously, we stored the reachability vectors in a set; instead, we can

store a counter with each reachability vector, so that every time we get

an element that is already stored, we increment the counter. We cannot

use the improvement that would allow us to discard some vectors, as

that would eschew the count, and we are not interested in the worst

possible result now. We can implement a similar mechanism in the

setting of two indecisive curves. Moreover, we can propagate the count
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Algorithm 3.2. Finding the time-banded upper bound discrete Fréchet distance

on two indecisive curves.

1 function TimeBandDFDIndInd(𝒰 ,𝒱 , 𝑤, 𝛿)
2 ▷ Input constraint: |𝒰 | = |𝒱| = 𝑛 and 0 ≤ 𝑤 < 𝑛

3 Initialise matrix 𝐷 of size 𝑛 × ℓ × (2𝑤 + 1) × ℓ
4 for all 𝑖 ∈ [𝑛] do
5 for all 𝑘 ∈ [ℓ ] do
6 for all 𝑗 ∈ {max(1, 𝑖 − 𝑤), . . . ,min(𝑛, 𝑖 + 𝑤)} do
7 for all 𝑠 ∈ [ℓ ] do
8 𝐷𝑖 ,𝑘, 𝑗,𝑠 ≔ [𝑑(𝑝𝑘

𝑖
, 𝑞𝑠
𝑗
) ≤ 𝛿?]

9 Initialise matrix 𝑅 of size 𝑛 × ℓ2𝑤+1 × 2
2𝑤+1 × 2𝑤 + 1

10 𝑅0 ≔ ⟨𝑟1 = True, 𝑟2 = False, 𝑟3 = False, . . . , 𝑟𝑤+1 = False⟩
11 for all 𝑠 ∈ [ℓ𝑤+1] do
12 for all 𝑘 ∈ [ℓ ] do
13 𝑅

1,𝑠 ,𝑘 ≔ Propagate(𝑅0, 𝐷
1,𝑘[𝑠], 1, 𝑤, 𝑛)

14 for all 𝑖 ∈ [𝑛] \ {1} do
15 for all 𝑠 ∈ [ℓ2𝑤+1] do ▷ Or fewer in edge cases

16 ▷ For each reachability vector with fixed realisation

17 for all 𝐴 ∈ 𝑅𝑖−1[𝑠] do
18 𝐵 ≔ 𝐴 ∨ (𝐴 shifted by 1)
19 for all 𝑘 ∈ [ℓ ] do
20 𝐶 ≔ Propagate(𝐵, 𝐷𝑖 ,𝑘[𝑠], 𝑖 , 𝑤, 𝑛)
21 Add 𝐶 to set 𝑅𝑖[𝑠]
22 𝑟 ≔ True

23 for all 𝐴 ∈ 𝑅𝑛 do
24 for all 𝑠 ∈ [ℓ2𝑤+1] do
25 𝑟 ≔ 𝑟 ∧ 𝐴𝑛[𝑠]
26 return 𝑟
27

28 function Propagate(𝐴, 𝐵, 𝑖, 𝑤, 𝑛)
29 ▷ Propagate the reachability upwards in a column

30 𝐶 ≔ 𝐴 ∧ 𝐵
31 𝑟 ≔ False

32 for all 𝑗 ∈ {max(1, 𝑖 − 𝑤), . . . ,min(𝑛, 𝑖 + 𝑤) do
33 if 𝐵𝑗 ∧ 𝐶 𝑗 then 𝑟 ≔ True

34 else if 𝐵𝑗 ∧ ¬𝐶 𝑗 ∧ 𝑟 then 𝐶 𝑗 ≔ True

35 else if ¬𝐵𝑗 then 𝑟 ≔ False

36 return 𝐶
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through the algorithm and in the end find the counts associated with

answers True and False to the decision problem.

So, if we store the count of realisations that give us a certain reachab-

ility vector, we essentially obtain, for some value of 𝛿,

ℙ(𝑑dF(𝜋, 𝜎) > 𝛿) when 𝜋, 𝜎 ⋐𝕌 𝒰 ,𝒱.

For any realisation, there is a specific value of 𝛿—a critical value—that acts

as a threshold between the answers True and False for that realisation,

since if we fix the realisation, we just compute the regular discrete

Fréchet distance. Note that that threshold must be a distance between

some two points on different curves. In the case of a precise and an

indecisive curve, there are ℓ𝑛(2𝑤 + 1) such distances with the time band

of width𝑤; in the case of two indecisive curves, there are ℓ 2𝑛(2𝑤+1) such

distances. Therefore, if we run our algorithm for each of these critical

values and record the counts of True and False for each threshold, we

obtain the complete cumulative distribution function ℙ(𝑑dF(𝜋, 𝜎) > 𝛿)
for 𝜋, 𝜎 ⋐𝕌 𝒰 ,𝒱.

Then we can simply find, under the time band restriction,

𝑑
𝔼(𝕌)
dF

(𝒰 ,𝒱) =
∫ ∞

0

ℙ𝜋,𝜎⋐𝕌𝒰 ,𝒱(𝑑dF(𝜋, 𝜎) > 𝛿)d𝛿 .

For any realisation the answer may change from True to False only at one

of the critical values. So, the distribution of True and False only changes

at a finite set of critical values and is constant between them; therefore,

ℙ(𝑑dF(𝜋, 𝜎) > 𝛿) is a step function. Hence, finding the integral of interest

amounts to multiplying the value of ℙ(𝑑dF(𝜋, 𝜎) > 𝛿) by the distance

between two successive values of 𝛿 that match, and summing all the

results, i.e. to finding the area under the step function by summing up

the areas of the rectangles that make it up.

So, clearly, under the time band restriction, we can run one of our

algorithms either ℓ𝑛(2𝑤 + 1) or ℓ 2𝑛(2𝑤 + 1) times to obtain the expected

discrete Fréchet distance. We show the details in Algorithm 3.3 for the

two settings. We summarise this result as follows.

Theorem 3.58. Suppose we are given an indecisive curve 𝒰 and a precise
curve 𝜎 of length 𝑛 with ℓ options per indecisive point and we want to compute
the expected discrete Fréchet distance constrained to a Sakoe–Chiba band of
width 𝑤. Then we can run ExpTimeBandDFDIndPr(𝒰 , 𝜎, 𝑤) to obtain the
result in time Θ(4𝑤ℓ 2𝑛2𝑤2) in the worst case.
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Algorithm 3.3. Finding the time-banded expected discrete Fréchet distance on

an indecisive and a precise curve and two indecisive curves.

1 function ExpTimeBandDFDIndPr(𝒰 , 𝜎, 𝑤)
2 ▷ Input constraint: |𝒰 | = |𝜎 | = 𝑛 and 0 ≤ 𝑤 < 𝑛

3 Initialise sorted set 𝐸

4 for all 𝑖 ∈ [𝑛] do
5 for all 𝑘 ∈ [ℓ ] do
6 for all 𝑗 ∈ {max(1, 𝑖 − 𝑤), . . . ,min(𝑛, 𝑖 + 𝑤)} do
7 Add 𝑑(𝑝𝑘

𝑖
, 𝑞 𝑗) to sorted set 𝐸

8 𝑠 ≔ 𝐸[1]
9 for 𝑖 ≔ 1 to 𝑙(𝐸) − 1 do

10 𝛿 ≔ 𝐸[𝑖], 𝛿′ ≔ 𝐸[𝑖 + 1]
11 𝑝 ≔ CntTimeBandDFDIndPr(𝒰 , 𝜎, 𝑤, 𝛿)
12 𝑠 ≔ 𝑠 + (1 − 𝑝) · (𝛿′ − 𝛿)
13 return 𝑠
14

15 function ExpTimeBandDFDIndInd(𝒰 ,𝒱 , 𝑤)
16 ▷ Input constraint: |𝒰 | = |𝒱| = 𝑛 and 0 ≤ 𝑤 < 𝑛

17 Initialise sorted set 𝐸

18 for all 𝑖 ∈ [𝑛] do
19 for all 𝑘 ∈ [ℓ ] do
20 for all 𝑗 ∈ {max(1, 𝑖 − 𝑤), . . . ,min(𝑛, 𝑖 + 𝑤)} do
21 for all 𝑠 ∈ [ℓ ] do
22 Add 𝑑(𝑝𝑘

𝑖
, 𝑞𝑠
𝑗
) to sorted set 𝐸

23 𝑠 ≔ 𝐸[1]
24 for 𝑖 ≔ 1 to 𝑙(𝐸) − 1 do
25 𝛿 ≔ 𝐸[𝑖], 𝛿′ ≔ 𝐸[𝑖 + 1]
26 𝑝 ≔ CntTimeBandDFDIndInd(𝒰 ,𝒱 , 𝑤, 𝛿)
27 𝑠 ≔ 𝑠 + (1 − 𝑝) · (𝛿′ − 𝛿)
28 return 𝑠
29

30 function CntTimeBandDFDIndPr(𝒰 , 𝜎, 𝑤, 𝛿)
31 ▷ Like TimeBandDFDIndPr, but returns the fraction of count of True over

False for the final cell.

32

33 function CntTimeBandDFDIndInd(𝒰 ,𝒱 , 𝑤, 𝛿)
34 ▷ Like TimeBandDFDIndInd, but returns the fraction of count of True over

False for the final cell.



Chapter 3. Similarity of Uncertain Curves in 2D 94

Proof. First of all, note that from the discussion above it immediately

follows that the algorithm is correct. In the worst case, every 𝛿 that

we have to add to 𝐸 will be distinct, so we have ℓ𝑛(2𝑤 + 1) insertions,

taking in total Θ(ℓ𝑛𝑤 log ℓ𝑛𝑤) time. Then we run CntTimeBandDF-

DIndPr once per value in 𝐸, and its running time is the same as that of

TimeBandDFDIndPr, so here we take time Θ(ℓ𝑛𝑤 · 4𝑤ℓ𝑛𝑤) in the worst

case, as claimed. □

We can formalise the result similarly for the other setting.

Theorem 3.59. Suppose we are given two indecisive curves 𝒰 and 𝒱 of
length 𝑛 with ℓ options per indecisive point and want to find the expected
discrete Fréchet distance when constrained to a Sakoe–Chiba band of width 𝑤.
Then we can run ExpTimeBandDFDIndInd(𝒰 ,𝒱 , 𝑤) to obtain the result in
time Θ(4𝑤ℓ 2𝑤+3𝑛2𝑤2) in the worst case.

Proof. Again, note that from the discussion above it immediately follows

that the algorithm is correct. In the worst case, we have ℓ 2𝑛𝑤 insertions,

taking in total Θ(ℓ 2𝑛𝑤 log ℓ𝑛𝑤) time. Then we run CntTimeBandDF-

DIndInd once per value in 𝐸, and its running time is the same as that of

TimeBandDFDIndInd, so here we take time Θ(ℓ 2𝑛𝑤 · 4𝑤ℓ 2𝑤+1𝑛𝑤) in the

worst case, as claimed. □

3.3.4 Upper Bound Continuous Fréchet Distance

We can adapt our time band algorithms to handle the continuous Fréchet

distance. Instead of the boolean reachability vectors, we use vectors

of free space cells, introduced by Alt and Godau [23, 117]. We now

need to store reachability intervals on cell borders. The number of

these intervals is limited: for any cell, the upper value of the interval

is determined by the distance matrix, yielding at most ℓ 2
values; the

lower value of the interval is determined by the distance matrix or by

one of the cells from the same row, yielding exponential dependency on

𝑤. However, the algorithm is still polynomial-time in 𝑛.

In more detail, one could adapt the algorithms for the upper bound

discrete Fréchet distance to the case when either both curves are indecis-

ive or one is precise and one is indecisive, and we are interested in the

decision problem for the Fréchet distance and not the discrete Fréchet
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Figure 3.10. Reachability adjustments. Left: Although the dotted interval is

free according to the distance matrix, only the solid interval is reachable from

the cell on the left with a monotone path, assuming entire cell on the left is

free. Right: The entire interval that is marked as free according to the distance

matrix is reachable with a monotone path from the cell below, assuming the

cell below is free.

distance. Since we are going column by column, we would need to store

the reachability intervals on the vertical border of each cell.

It is simpler to see how this would work in the setting of a precise

and an indecisive curve: each column now is a column of a free-space

diagram, and we only need to store the intervals on the right side of the

column. As we progress to the next column, we need to consider all the

options from the previous column, so we need to run the same algorithm,

except we store and process vectors of free-space intervals instead of

True and False. One other distinction is that we do not consider diagonal

steps—for the Fréchet distance doing so would not be meaningful, as

the path is continuous, and the diagonal step is not distinguishable from

a horizontal step followed by a vertical step, if such situation occurs.

In particular, we now take the intervals stored in the distance matrix

and compute reachability based on the previous column: if a cell can

be reached horizontally from the previous cell, then the lower bound

of the interval in this cell may need to go up, since we can only use

monotone paths. Propagate will now take the intervals that correspond

to the distance matrix and the precomputed reachability and make the

following adjustment: if a cell is reachable from below, then the entire

interval on the right is actually reachable. See Figure 3.10 for an example

of both cases.

Other than that, the algorithm is exactly the same; clearly, we can

make the same adjustments to the algorithm handling two indecisive

curves.
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Notice that we now do not have at most 2
2𝑤+1

vectors per column,

since we store intervals instead of boolean values, and they can be more

varied. However, the number of values is still limited: for any cell, the

upper value of the interval is determined by the distance matrix, so

there can be at most ℓ or ℓ 2
values for the two settings. The lower value

of the interval is determined by the distance matrix or by one of the

cells from the same row; these may have at most ℓ or ℓ 2
values each, and

there are at most 2𝑤 of them, so per cell we can have at most Θ(ℓ𝑤) or

Θ(ℓ 2𝑤) lower interval values and Θ(ℓ ) or Θ(ℓ 2) upper interval values,

instead of just two possible values in the discrete case. Note that for an

interval, we only pick one of the possible lower bound values, and a

lower bound value ultimately comes from the distance between some

pair of points; and we pick one upper bound value, giving us Θ(ℓ 2𝑤)
and Θ(ℓ 4𝑤) possible unique intervals. We also need to modify the set

operations, e.g. by enumerating the possible boundaries and storing

intervals as pairs of indices; adding a vector to a set would then take

𝒪(𝑤+ log ℓ𝑤) time. The running time changes accordingly, replacing 4
𝑤

with (ℓ 2𝑤)2𝑤+1
and replacing 4

𝑤ℓ 2𝑤+1
with (ℓ 4𝑤)2𝑤+1

, but, importantly,

we still have linear dependency on 𝑛, so the running time is polynomial

for fixed 𝑤 and ℓ .

3.3.5 Expected Continuous Fréchet Distance

We can, of course, again store the associated counts with the vectors of

intervals in the algorithm. As we look at the final cell, we can sum up

the counts associated with the cases where the upper right corner of

this cell is reachable, and so we can find the proportion of True to False

for a particular threshold 𝛿.

We can find the critical values; now they follow in line with those

discussed by Alt and Godau [23, 117]. The number of the critical values

is different: case 1, where we look at the start and end points, now yields

Θ(ℓ 2) events; case 2, where we look at two neighbouring cells, so at the

distance between a segment and a point, yields Θ(ℓ 3𝑛𝑤) events; and

case 3, where we look at the distance between a segment and two points,

yields Θ(ℓ 4𝑛𝑤2) events.

Otherwise, we can run Algorithm 3.3 on the new critical values,

calling instead the counting version for the continuous Fréchet distance.
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This way we can compute the expected Fréchet distance restricted to a

Sakoe–Chiba band in time polynomial in 𝑛 for fixed 𝑤 and ℓ .

Theorem 3.60. Suppose we are given two indecisive curves of length 𝑛 with
ℓ options per indecisive point. Then we can decide the upper bound Fréchet
distance and compute the expected Fréchet distance restricted to a Sakoe–Chiba
band of fixed width 𝑤 in time polynomial in 𝑛.

3.4 Conclusions

In this chapter, we have studied the upper bound, the lower bound, and

the expected Fréchet distance under various uncertainty models, namely,

with uncertainty modelled as indecisive points, as line segments, and

as disks. We conclude that deciding if the upper bound is above a

given threshold is NP-hard in all the models we consider. This seems to

translate to #P-hardness for computing the expected Fréchet distance

under the uniform distribution. We do not have reason to believe that

the variants of the expected Fréchet distance not covered here are easier.

The lower bound problem presents an interesting trade-off, though:

while the problem of deciding whether the lower bound is below a

given threshold is still NP-hard for the continuous Fréchet distance

for uncertain points modelled as line segments, the problem becomes

tractable when either the uncertainty regions or the distance measure (or

both) are discrete. We conjecture that the continuous Fréchet distance

for uncertain points modelled as disks (or other continuous regions) is

no easier than for line segments.

In Chapter 4, we continue our discussion on the topic. As it turns

out, in one dimension, some problems remain NP-hard, while others

become solvable in polynomial time.



CHAPTER 4
Similarity of Uncertain

Curves in 1D

We have hopefully convinced the reader in Chapter 3 that it is important

to consider the Fréchet distance under uncertainty. Unfortunately, as we

have discovered, many variants turn out to be NP-hard or even #P-hard.

In this chapter, we turn our attention to one-dimensional curves in order

to find the source of the computational complexity of the problem. We

present an efficient algorithm for computing the lower bound Fréchet

distance with imprecision modelled as intervals, a setting akin to the

one where the problem was NP-hard in two dimensions. We further

generalise this approach to a framework applicable in higher dimensions

and restricted settings; it does not guarantee polynomial-time solutions.

We also study the weak Fréchet distance, which, to our know-

ledge, has not been studied in the uncertain setting before. We give a

polynomial-time algorithm that solves the lower bound problem in 1D.

In contrast to that, we show that the problem is NP-hard in 2D, and

that the discrete weak Fréchet distance is NP-hard already in 1D. We

summarise these results in Table 4.1.

The table provides an interesting insight. First of all, it appears

that for continuous distances the dimension matters, whereas for the

discrete ones the results are the same both in 1D and 2D. Moreover, it

98
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Table 4.1. Complexity results for the lower bound problems for uncertain

curves.

Fréchet distance weak Fréchet distance

discrete continuous discrete continuous

1D polynomial [18] polynomial NP-hard polynomial

2D polynomial [18] NP-hard (Ch. 3) NP-hard NP-hard

may be surprising that discretising the problem has a different effect:

for the Fréchet distance it makes it easier, while for the weak Fréchet

distance the problem becomes harder. We discuss the polynomial-time

algorithm for the Fréchet distance in 1D in Section 4.2. We give the

algorithm for the weak Fréchet distance in 1D in Section 4.4.1 and show

NP-hardness for the weak (discrete) Fréchet distance in Section 4.4.2.

Finally, we also turn our attention to the problem of maximising

the Fréchet distance, or finding the upper bound. We have shown

that the problem is NP-hard in 2D for several uncertainty models,

including indecisive points, both for the discrete and the continuous

Fréchet distance (Chapter 3). We strengthen that result by presenting

a similar construction that already shows NP-hardness in 1D. While

the NP-hardness in the indecisive model supersedes the same result

in 2D, other models are not directly comparable between one and two

dimensions. The proof is given in Section 4.3.

Preliminaries. Building up on the general definitions of Chapter 2,

observe that an uncertain point in one dimension is a set 𝑢 ⊆ ℝ.1 An

indecisive point is a finite set of numbers 𝑢 = {𝑥1 , . . . , 𝑥ℓ }. An imprecise
point is a closed interval 𝑢 = [𝑥1 , 𝑥2]. Note that a precise point is a

special case of both types of points.

4.1 Lower Bound Fréchet Distance: General Approach

In this section, we consider the following decision problem.

Problem 4.1. Given two uncertain curves 𝒰 = ⟨𝑢1 , . . . , 𝑢𝑚⟩ and 𝒱 =

⟨𝑣1 , . . . , 𝑣𝑛⟩ in 𝑌 = ℝ𝑑
for some 𝑑, 𝑚, 𝑛 ∈ ℕ and a threshold 𝛿 > 0,

decide if 𝑑min

F
(𝒰 ,𝒱) ≤ 𝛿.

1
To enable natural naming, we denote uncertain points with lowercase letters here.
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Note that this problem formulation is general both in terms of the

shape of uncertainty regions and the dimension of the problem. We

propose an algorithmic framework that solves this problem. As shown

previously (Chapter 3), the problem is NP-hard in 2D for vertical line

segments as uncertainty regions, but admits a simple dynamic program

for indecisive points in 2D. So, in many uncertainty models, especially

in higher dimensions, the following approach will not result in an

efficient algorithm. However, our approach is general in that it can be

instantiated in restricted settings, e.g. in 2D assuming that the segments

of the curves can only be horizontal or vertical. The inherent complexity

of the problem appears to be related to the number of directions to

consider, with the infinite number in 2D without restrictions and two

directions in 1D. We conjecture that in this restricted setting the approach

yields a polynomial-time algorithm; verifying this and making a more

general statement delineating the hardness of restricted settings are

both interesting open problems. Our approach shows a straightforward

way to engineer an algorithm for various restricted settings in arbitrary

dimension, but we cannot make any statements about its efficiency in

most settings. To illustrate the approach, we instantiate it in 1D and

analyse its efficiency in Section 4.2. The interested reader might refer to

that section for a more intuitive explanation of the approach.

First we introduce some extra notation. Recall 𝑌 = ℝ𝑑
. For 𝑖 ∈ [𝑚],

denote 𝒰𝑖 = ⟨𝑢1 , . . . , 𝑢𝑖⟩ and 𝒰 ∗
𝑖
= ⟨𝑢1 , . . . , 𝑢𝑖 , 𝑌⟩. We call 𝒰𝑖 and 𝒰 ∗

𝑖

the subcurve and the free subcurve of 𝒰 at 𝑖, respectively. Intuitively, a

realisation of 𝒰 ∗
𝑖

extends a realisation of 𝒰𝑖 by a single edge whose final

vertex position is unrestricted. Let 𝑆 ≔ 𝑆𝑑−1
be the unit (𝑑 − 1)-sphere.

Denote the direction of the 𝑖th edge 𝜋[𝑖 : 𝑖 + 1] of a realisation 𝜋 by

d𝑖(𝜋) ⊆ 𝑆. For example, in 1D there are only two options, in 2D the

directions can be picked from a unit circle, in 3D from a unit sphere,

etc. In the degenerate case where the edge has length 0 (or 𝜋 has no 𝑖th

edge), let d𝑖(𝜋) = 𝑆.

We want to find realisations 𝜋 ⋐ 𝒰 and 𝜎 ⋐ 𝒱 such that 𝜋 and 𝜎
have Fréchet distance at most 𝛿. Call such a pair (𝜋, 𝜎) a 𝛿-realisation

of (𝒰 ,𝒱). Intuitively, we want to create a dynamic program on the

two curves that keeps track of the possible realisations of the current

uncertain points and the allowed edge directions to extend the prefix

curves, so that the entire prefix curves have the Fréchet distance at

most 𝛿. Recall that two polygonal curves 𝜋 : [1, 𝑖] → 𝑌 and 𝜎 : [1, 𝑗] →
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ℛ𝑖 , 𝑗 ℛ𝑖+1, 𝑗

ℛ𝑖 , 𝑗+1 ℛ𝑖+1, 𝑗+1

ℛ𝑖∗ , 𝑗

ℛ𝑖∗ , 𝑗+1

ℛ𝑖 , 𝑗∗ ℛ𝑖+1, 𝑗∗ℛ𝑖∗ , 𝑗∗

(a) The sets on a cell of a regular free-
space diagram.

ℛ𝑖∗ , 𝑗+1 ℛ𝑖+1, 𝑗+1

ℛ𝑖 , 𝑗∗ ℛ𝑖∗ , 𝑗∗ ℛ𝑖+1, 𝑗∗

ℛ𝑖 , 𝑗 ℛ𝑖∗ , 𝑗

(b) Dependencies of the dynamic program.
𝑎 → 𝑏 means 𝑎 depends on 𝑏.

Figure 4.1. Illustration for the dynamic program of Lemma 4.2.

𝑌 have Fréchet distance 𝑑F(𝜋, 𝜎) at most 𝛿 if and only if there exist

reparametrisations (non-decreasing surjections) 𝛼 : [0, 1] → [1, 𝑖] and

𝛽 : [0, 1] → [1, 𝑗] such that the path (𝜋 ◦ 𝛼, 𝜎 ◦ 𝛽) lies in the 𝛿-free space,

defined as ℱ𝛿 = {(𝑝, 𝑞) ∈ 𝑌 × 𝑌 | ∥𝑝 − 𝑞∥ ≤ 𝛿}. For 𝛿-close (free)

subcurves of 𝒰 at 𝑖 and 𝒱 at 𝑗, we capture their pairs of endpoints and

final directions using ℛ𝑖 , 𝑗 ,ℛ𝑖 , 𝑗∗ ,ℛ𝑖∗ , 𝑗 ,ℛ𝑖∗ , 𝑗∗ ⊆ 𝑌 × 𝑌 × 𝑆 × 𝑆:

ℛ𝑖 , 𝑗 =
{︁
(𝜋(𝑖), 𝜎(𝑗), 𝑠 , 𝑡)

|︁|︁ 𝜋 ⋐ 𝒰𝑖 , 𝜎 ⋐ 𝒱𝑗 ,

𝑠 ∈ d𝑖(𝜋), 𝑡 ∈ d𝑗(𝜎), 𝑑F(𝜋, 𝜎) ≤ 𝛿
}︁
,

ℛ𝑖 , 𝑗∗ =
{︁
(𝜋(𝑖), 𝜎(𝑗 + 1), 𝑠 , 𝑡)

|︁|︁ 𝜋 ⋐ 𝒰𝑖 , 𝜎 ⋐ 𝒱∗
𝑗 ,

𝑠 ∈ d𝑖(𝜋), 𝑡 ∈ d𝑗(𝜎), 𝑑F(𝜋, 𝜎) ≤ 𝛿
}︁
,

ℛ𝑖∗ , 𝑗 =
{︁
(𝜋(𝑖 + 1), 𝜎(𝑗), 𝑠 , 𝑡)

|︁|︁ 𝜋 ⋐ 𝒰 ∗
𝑖 , 𝜎 ⋐ 𝒱𝑗 ,

𝑠 ∈ d𝑖(𝜋), 𝑡 ∈ d𝑗(𝜎), 𝑑F(𝜋, 𝜎) ≤ 𝛿
}︁
,

ℛ𝑖∗ , 𝑗∗ =
{︁
(𝜋(𝑖 + 1), 𝜎(𝑗 + 1), 𝑠 , 𝑡)

|︁|︁ 𝜋 ⋐ 𝒰 ∗
𝑖 , 𝜎 ⋐ 𝒱∗

𝑗 ,

𝑠 ∈ d𝑖(𝜋), 𝑡 ∈ d𝑗(𝜎), 𝑑F(𝜋, 𝜎) ≤ 𝛿
}︁
.

Note that for 𝜋 ⋐ 𝒰𝑖 , 𝑖 is the final vertex, so d𝑖(𝜋) = 𝑆. Therefore, ℛ𝑖 , 𝑗

captures the reachable subset of 𝑌 × 𝑌 for the realisations of the last

points of the prefixes, and the two other dimensions contain all points

from 𝑆 to capture that we may proceed in any allowed direction. The

reachable subset of 𝑌 × 𝑌 here refers to the subset of 𝑌 × 𝑌 where the

realisations of the last points may be, taking into account the entire

prefixes of the curves. The set ℛ𝑖∗ , 𝑗 captures the reachable subset of𝑌×𝑌
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for the point in the reparametrisation where we are between vertices

𝑖 and 𝑖 + 1 on 𝒰 and at 𝑗 on 𝒱; we have not restricted the range to 𝑢𝑖+1

yet. The allowed directions for parameter 𝑠 now depend on how we

reached this point in the reparametrisation, since segments connecting

realisations are straight line segments, and the direction needs to be kept

consistent once chosen. From this description the reader can deduce

what the other sets capture by symmetry. See also Figure 4.1a, where

the sets are positioned as in a regular free-space diagram, replacing the

edges, vertices, and cells.

To solve the decision problem, we must decide whether ℛ𝑚,𝑛 is

non-empty. If so, then there are realisations of 𝒰𝑚 ≡ 𝒰 and 𝒱𝑛 ≡
𝒱 that, after placing all the previous realisations, result in curves

with the Fréchet distance at most 𝛿. We compute ℛ·,· using dynamic

programming. We illustrate the propagation dependencies in Figure 4.1b

and make them explicit in Lemma 4.2.

Lemma 4.2. Define the set

★(𝐴) ≔
{︁
(𝑝 + 𝜆𝑠, 𝑞 + 𝜇𝑡 , 𝑠 , 𝑡)

|︁|︁ (𝑝, 𝑞, 𝑠, 𝑡) ∈ 𝐴 and 𝜆, 𝜇 ≥ 0

}︁
.

We have

ℛ·,0 = ℛ0,· = ∅ ,
ℛ𝑖+1, 𝑗∗ =

{︁
(𝑝, 𝑞, 𝑠, 𝑡) ∈ 𝑢𝑖+1 × 𝑌 × 𝑆 × 𝑆

|︁|︁ (𝑝, 𝑞, · , 𝑡) ∈ ℛ𝑖∗ , 𝑗∗
}︁
,

ℛ𝑖∗ , 𝑗+1 =
{︁
(𝑝, 𝑞, 𝑠, 𝑡) ∈ 𝑌 × 𝑣 𝑗+1 × 𝑆 × 𝑆

|︁|︁ (𝑝, 𝑞, 𝑠, ·) ∈ ℛ𝑖∗ , 𝑗∗
}︁
,

ℛ𝑖+1, 𝑗+1 =
{︁
(𝑝, 𝑞, 𝑠, 𝑡) ∈ 𝑢𝑖+1 × 𝑣 𝑗+1 × 𝑆 × 𝑆

|︁|︁ (𝑝, 𝑞, · , ·) ∈ ℛ𝑖∗ , 𝑗∗
}︁
,

ℛ0
∗ ,0∗ = ℱ𝛿 × 𝑆 × 𝑆 ,

ℛ𝑖∗ , 𝑗∗ = (ℱ𝛿 × 𝑆 × 𝑆) ∩★(ℛ𝑖 , 𝑗 ∪ ℛ𝑖∗ , 𝑗 ∪ ℛ𝑖 , 𝑗∗) for 𝑖 > 0 or 𝑗 > 0 .

Proof. The first equation holds because the empty function has no

reparametrisation, so the Fréchet distance of any pair of realisations is

infinite. The equation for ℛ𝑖+1, 𝑗∗ holds because for 𝜋 ⋐ 𝒰𝑖+1, d𝑖+1(𝜋) = 𝑆,

and the only additional constraint that a realisation of 𝒰𝑖+1 has over one

of 𝒰 ∗
𝑖

is that the final vertex lies in 𝑢𝑖+1. Using symmetric properties

on 𝒱, we obtain the equations for ℛ𝑖∗ , 𝑗+1 and ℛ𝑖+1, 𝑗+1. The equation

for ℛ0
∗ ,0∗ concerns curves 𝜋 and 𝜎 consisting of a single vertex, so

d0(𝜋) = d0(𝜎) = 𝑆, and 𝑑F(𝜋, 𝜎) ≤ 𝛿 if and only if (𝜋(1), 𝜎(1)) ∈ ℱ𝛿.

The equation for ℛ𝑖∗ , 𝑗∗ remains. First we show that the right-hand
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side is contained in ℛ𝑖∗ , 𝑗∗ . Suppose that 𝜋 and 𝜎 form a witness for

(𝑝, 𝑞, 𝑠, 𝑡) ∈ ℛ𝑖 , 𝑗 ∪ ℛ𝑖∗ , 𝑗 ∪ ℛ𝑖 , 𝑗∗ . We obtain realisations 𝜋∗ ⋐ 𝒰 ∗
𝑖

and

𝜎∗ ⋐ 𝒱∗
𝑗

by extending the last edge of 𝜋 and 𝜎 in the direction it

is already going (or adding a new edge in an arbitrary direction if

𝜋 ⋐ 𝒰𝑖 or 𝜎 ⋐ 𝒱𝑗), to (𝑝 + 𝜆𝑠, 𝑞 + 𝜇𝑡). If (𝑝 + 𝜆𝑠, 𝑞 + 𝜇𝑡) ∈ ℱ𝛿, then, by

convexity of ℱ𝛿, the extensions of the last edges have Fréchet distance at

most 𝛿 (since the points at which the extension starts have distance at

most 𝛿), so (𝑝 + 𝜆𝑠, 𝑞 + 𝜇𝑡 , 𝑠 , 𝑡) ∈ ℛ𝑖∗ , 𝑗∗ . Conversely, we show that the

right-hand side contains ℛ𝑖∗ , 𝑗∗ . Let 𝜋∗ ⋐ 𝒰 ∗
𝑖

and 𝜎∗ ⋐ 𝒱∗
𝑗

together with

reparametrisations 𝛼 : [0, 1] → [1, 𝑖 + 1] and 𝛽 : [0, 1] → [1, 𝑗 + 1] form a

witness that (𝑝, 𝑞, 𝑠, 𝑡) ∈ ℛ𝑖∗ , 𝑗∗ . Then, for any 𝑥 ∈ [0, 1], the restrictions

𝜋𝑥 of 𝜋∗
and 𝜎𝑥 of 𝜎∗

to the domains [1, 𝛼(𝑥)] and [1, 𝛽(𝑥)] have Fréchet

distance at most 𝛿. Because 𝛼 and 𝛽 are non-decreasing surjections,

whenever 𝑖 > 0 or 𝑗 > 0, there exists some 𝑥 such that

1. 𝛼(𝑥) = 𝑖 and 𝛽(𝑥) = 𝑗, in which case 𝜋𝑥 ⋐ 𝒰𝑖 and 𝜎𝑥 ⋐ 𝒱𝑗 , or

2. 𝛼(𝑥) > 𝑖 and 𝛽(𝑥) = 𝑗, in which case 𝜋𝑥 ⋐ 𝒰 ∗
𝑖

and 𝜎𝑥 ⋐ 𝒱𝑗 , or

3. 𝛼(𝑥) = 𝑖 and 𝛽(𝑥) > 𝑗, in which case 𝜋𝑥 ⋐ 𝒰𝑖 and 𝜎𝑥 ⋐ 𝒱∗
𝑗
.

Note that if 𝑖 = 0, only the second case applies, and if 𝑗 = 0, only the

third case applies. In each case, the last edge of 𝜋∗
and 𝜎∗

extends the

𝑖th and 𝑗th edge of 𝜋𝑥 and 𝜎𝑥 , respectively. So (𝜋𝑥 , 𝜎𝑥) forms a witness

that (𝑝, 𝑞, 𝑠, 𝑡) is contained in the right-hand side. □

Simplifying the approach. Due to their dimension, the sets above can

be impractical to work with. However, for the majority of these sets, at

least one of the factors 𝑆 carries no additional information, as formulated

below. Denote by Pr𝑐 the projection map of the 𝑐-th component, so that

Pr1 : (𝑝, 𝑞, 𝑠, 𝑡) ↦→ 𝑝, and in general Pr𝑐1 ,...,𝑐𝑘 (𝑥) = (Pr𝑐1
(𝑥), . . . , Pr𝑐𝑘 (𝑥)).

The equations of Lemma 4.2 imply the equivalences

(𝑝, 𝑞, 𝑠, 𝑡) ∈ ℛ𝑖 , 𝑗 ⇐⇒ (𝑝, 𝑞) ∈ Pr1,2(ℛ𝑖 , 𝑗) ,
(𝑝, 𝑞, 𝑠, 𝑡) ∈ ℛ𝑖∗ , 𝑗 ⇐⇒ (𝑝, 𝑞, 𝑠) ∈ Pr1,2,3(ℛ𝑖∗ , 𝑗) ,
(𝑝, 𝑞, 𝑠, 𝑡) ∈ ℛ𝑖 , 𝑗∗ ⇐⇒ (𝑝, 𝑞, 𝑡) ∈ Pr1,2,4(ℛ𝑖 , 𝑗∗) .

Consequently, to find ℛ𝑖 , 𝑗 , ℛ𝑖∗ , 𝑗 , and ℛ𝑖 , 𝑗∗ , it suffices to compute the

projections above. This simplifies the prior dependencies, see Figure 4.2.
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Pr1,2,3(ℛ𝑖∗ , 𝑗+1) Pr1,2(ℛ𝑖+1, 𝑗+1)

Pr1,2,4(ℛ𝑖 , 𝑗∗) ℛ𝑖∗ , 𝑗∗ Pr1,2,4(ℛ𝑖+1, 𝑗∗)

Pr1,2(ℛ𝑖 , 𝑗) Pr1,2,3(ℛ𝑖∗ , 𝑗)

Figure 4.2. Simplified dependencies with projections following Lemma 4.2.

Pr1,2(ℛ𝑖+1, 𝑗+1) = (𝑢𝑖+1 × 𝑣 𝑗+1) ∩ Pr1,2(ℛ𝑖∗ , 𝑗∗)
= (𝑢𝑖+1 × 𝑌 ) ∩ Pr1,2(ℛ𝑖∗ , 𝑗+1)
= ( 𝑌 × 𝑣 𝑗+1) ∩ Pr1,2(ℛ𝑖+1, 𝑗∗) .

Instantiating the approach. The dynamic program of Lemma 4.2 can

naturally be adapted to constrained realisations whose edge directions

are to be drawn from a subset 𝑆′ ⊆ 𝑆𝑑−1
, by replacing 𝑆 by 𝑆′, so the

framework can be used for restricted settings in 2D. For 𝑆 = 𝑆𝑑−1
the

complexity of ℛ𝑖 , 𝑗 can be exponential, so it can be useful to restrict the

problem.

We can look at the construction used to prove NP-hardness of

the problem in 2D (Section 3.1.2) as an example for our approach.

There the curve 𝒱 is precise, so each 𝑣 𝑗 is a single point and each 𝑡 is

predetermined, and curve 𝒰 consists of uncertainty regions that are

vertical line segments, so each 𝑢𝑖 has a fixed 𝑥-coordinate and a range of

𝑦-coordinates. If we now exclude the fixed values from our propagation,

we get to track pairs (𝑦, 𝑠) of the feasible 𝑦-coordinates on the current

interval and the directions. We start with a single region. The hardness

construction uses gadgets on the precise curve to force the uncertain

curve to go through certain points. In our approach, this means that we

keep restricting the set of feasible directions while passing by vertices

on 𝒱, and eventually each point in the starting region gives rise to two

disjoint reachable points on one of the following uncertainty regions.

So we can use our algorithm to correctly track the feasible 𝑦-coordinates

through the construction; however, we would need to keep track of

regions of exponential complexity, which is, predictably, inefficient.
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Therefore, it is important to analyse the complexity of the propagated

regions to determine whether our approach gives rise to an efficient

algorithm. To illustrate our approach, we use it in the 1D case to devise

an efficient algorithm in Section 4.2.

4.2 Lower Bound Fréchet Distance: One Dimension

In this section, we instantiate the approach of Section 4.1 in 1D and

analyse its efficiency. We first show the formal definitions that result

from this process, and then give some intuition for how the resulting

algorithm works in 1D.

We use 𝑆0
for 𝑆, so there are only two directions: positive 𝑥-direction

and negative 𝑥-direction. We make use of the projections interpretation

and split the projections into two regions based on the value of the

relevant direction; then all the regions we maintain are in ℝ2
and have

a geometric interpretation as feasible combinations of realisations of

the last uncertain points on the prefixes of the curves. We omit ℛ𝑖 , 𝑗

from our computations except for checking whether ℛ𝑚,𝑛 is non-empty.

As follows from the definition of the sets, ℛ𝑖 , 𝑗 ⊆ ℛ𝑖∗ , 𝑗 and ℛ𝑖 , 𝑗 ⊆ ℛ𝑖 , 𝑗∗ ,

so we can simplify the computation of ℛ𝑖∗ , 𝑗∗ , and then we do not need

the explicit computation of ℛ𝑖 , 𝑗 . Furthermore, we do not compute any

of ℛ𝑖∗ , 𝑗∗ explicitly, opting instead to substitute them into the relevant

expressions. Therefore, we maintain the sets ℛ𝑖 , 𝑗∗ and ℛ𝑖∗ , 𝑗 , splitting

each into two based on the relevant direction. Based on our earlier

free-space cell interpretation (see Figure 4.1a), call the directions along

𝒰 right and left and call the directions along 𝒱 up and down. We

then have the following mapping from the regions of Section 4.1 to the

simpler intuitive regions of this section.

𝑈𝑖 , 𝑗 = {(𝑝, 𝑞) | (𝑝, 𝑞, ·, 𝑡) ∈ ℛ𝑖 , 𝑗∗ ∧ 𝑡 = 1} ,
𝐷𝑖 , 𝑗 = {(𝑝, 𝑞) | (𝑝, 𝑞, ·, 𝑡) ∈ ℛ𝑖 , 𝑗∗ ∧ 𝑡 = −1} ,
𝑅𝑖 , 𝑗 = {(𝑝, 𝑞) | (𝑝, 𝑞, 𝑠, ·) ∈ ℛ𝑖∗ , 𝑗 ∧ 𝑠 = 1} ,
𝐿𝑖 , 𝑗 = {(𝑝, 𝑞) | (𝑝, 𝑞, 𝑠, ·) ∈ ℛ𝑖∗ , 𝑗 ∧ 𝑠 = −1} .

It is also easier to express the ★ operator of Lemma 4.2 in this setting.

Depending on which of the directions we consider fixed because we

already committed to a direction, the propagation through the cell

interior works by adding either a quadrant or a half-plane to every point
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in the starting region; we can denote this with a Minkowski sum. Based

on these considerations, we give the following simplified definition.

Formal definition. Denote ℝ− = {𝑥 ∈ ℝ | 𝑥 ≤ 0} and ℝ+ = {𝑥 ∈ ℝ |
𝑥 ≥ 0}. Consider the space ℝ ×ℝ of the coordinates of the two curves

in 1D. We are interested in what is feasible within the interval free space,
which in this space turns out to be a band around the line 𝑦 = 𝑥 of

width 2𝛿 in 𝐿1-distance called ℱ𝛿. For notational convenience, define

the following regions (see Figure 4.3):

ℱ𝛿 =
{︁
(𝑥, 𝑦) ∈ ℝ2

|︁|︁ |𝑥 − 𝑦 | ≤ 𝛿
}︁
,

𝐼𝑖 = (𝑢𝑖 ×ℝ) ∩ ℱ𝛿 , 𝐽𝑗 = (ℝ × 𝑣 𝑗) ∩ ℱ𝛿 .

We use dynamic programming, similarly to the standard free-space

diagram for the Fréchet distance; however, we propagate reachable

subsets of uncertainty regions on the two curves. The propagation in

the interval-free-space diagram consists of starting anywhere within the

current region and going in restricted directions, since we need to distin-

guish between going in the positive and the negative 𝑥-direction along

both curves. We introduce the notation for restricting the directions in

the form of quadrants, half-planes, and slabs:

𝑄𝐿𝐷 = ℝ− ×ℝ− , 𝑄𝐿𝑈 = ℝ− ×ℝ+ , 𝑄𝑅𝐷 = ℝ+ ×ℝ− ,𝑄𝑅𝑈 = ℝ+ ×ℝ+ ,

𝐻𝐿 = ℝ− ×ℝ , 𝐻𝑅 = ℝ+ ×ℝ , 𝐻𝐷 = ℝ ×ℝ− , 𝐻𝑈 = ℝ ×ℝ+ ,

𝑆𝐿 = ℝ− × {0} , 𝑆𝑅 = ℝ+ × {0} , 𝑆𝐷 = {0} ×ℝ− , 𝑆𝑈 = {0} ×ℝ+.

We introduce notation for propagating in these directions from a region

by taking the appropriate Minkowski sum, denoted with ⊕. For 𝑎, 𝑏 ∈
{𝐿, 𝑅,𝑈, 𝐷} and a region 𝑋,

𝑋 𝑎 = 𝑋 ⊕ 𝐻𝑎 , 𝑋 𝑎𝑏 = 𝑋 ⊕ 𝑄𝑎𝑏 , 𝑋 𝑎0 = 𝑋 ⊕ 𝑆𝑎 .

Now we can discuss the propagation. We start with the base case,

where we compute the feasible combinations for the boundaries of the

cells of a regular free-space diagram corresponding to the first vertex

on one of the curves. For the sake of better intuition we do not use (0, 0)
as the base case here. We fix our position to the first vertex on 𝒰 and

see how far we can go along 𝒱; and the other way around. As we are

bound to the same vertex on 𝒰 , as we go along 𝒱, we keep restricting
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𝑦 = 𝑥 + 1

𝑦 = 𝑥 − 1

−2 −1 1 2
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𝑦 = 𝑥 + 1

𝑦 = 𝑥 − 1

−2 −1 1 2
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1

Figure 4.3. On the left, the filled region is 𝐼𝑖 = (𝑢𝑖 ×ℝ) ∩ ℱ𝛿 for 𝑢𝑖 = [0, 1]. On

the right, the filled region is 𝐽𝑗 = (ℝ × 𝑣 𝑗) ∩ ℱ𝛿 for 𝑣 𝑗 = [0.5, 1.5]. Here 𝛿 = 1.

the feasible realisations of 𝑢1. Thus, we cut off unreachable parts of

the interval as we propagate along the other curve. We do not care

about the direction we were going in after we cross a vertex on the curve

where we move. So, if we stay at 𝑢1 and we cross over 𝑣 𝑗 , then we are

free to go both in the negative and the positive direction of the 𝑥-axis

to reach a realisation of 𝑣 𝑗+1. We get the following expressions, where

𝑈𝑖 , 𝑗 denotes the propagation upwards from the pair of vertices 𝑢𝑖 and

𝑣 𝑗 and propagation down, left, and right is defined similarly:

𝑈1,1 = (𝐼1 ∩ 𝐽1)𝑈0 ∩ ℱ𝛿 , 𝐷1,1 = (𝐼1 ∩ 𝐽1)𝐷0 ∩ ℱ𝛿 ,

𝑅1,1 = (𝐼1 ∩ 𝐽1)𝑅0 ∩ ℱ𝛿 , 𝐿1,1 = (𝐼1 ∩ 𝐽1)𝐿0 ∩ ℱ𝛿 ,

𝑈1, 𝑗+1 = ((𝑈1, 𝑗 ∪ 𝐷1, 𝑗) ∩ 𝐽𝑗+1)𝑈0 ∩ ℱ𝛿 ,

𝐷1, 𝑗+1 = ((𝑈1, 𝑗 ∪ 𝐷1, 𝑗) ∩ 𝐽𝑗+1)𝐷0 ∩ ℱ𝛿 ,

𝑅𝑖+1,1 = ((𝑅𝑖 ,1 ∪ 𝐿𝑖 ,1) ∩ 𝐼𝑖+1)𝑅0 ∩ ℱ𝛿 ,

𝐿𝑖+1,1 = ((𝑅𝑖 ,1 ∪ 𝐿𝑖 ,1) ∩ 𝐼𝑖+1)𝐿0 ∩ ℱ𝛿 .

Once the boundary regions are computed, we can propagate:

𝑈𝑖+1, 𝑗 = (𝑈𝑈
𝑖,𝑗 ∪ 𝑅

𝑅𝑈
𝑖,𝑗 ∪ 𝐿𝐿𝑈𝑖,𝑗 ) ∩ 𝐼𝑖+1 , 𝐷𝑖+1, 𝑗 = (𝐷𝐷

𝑖,𝑗 ∪ 𝑅
𝑅𝐷
𝑖,𝑗 ∪ 𝐿𝐿𝐷𝑖,𝑗 ) ∩ 𝐼𝑖+1 ,

𝑅𝑖 , 𝑗+1 = (𝑅𝑅𝑖,𝑗 ∪𝑈
𝑅𝑈
𝑖,𝑗 ∪ 𝐷𝑅𝐷

𝑖,𝑗 ) ∩ 𝐽𝑗+1 , 𝐿𝑖 , 𝑗+1 = (𝐿𝐿𝑖,𝑗 ∪𝑈
𝐿𝑈
𝑖,𝑗 ∪ 𝐷𝐿𝐷

𝑖,𝑗 ) ∩ 𝐽𝑗+1 .

Finally, we check if the last vertex combination is feasible:(︁
(𝑅𝑚−1,𝑛 ∪ 𝐿𝑚−1,𝑛) ∩ 𝐼𝑚

)︁
∪
(︁
(𝑈𝑚,𝑛−1 ∪ 𝐷𝑚,𝑛−1) ∩ 𝐽𝑛

)︁
≠ ∅ .

Intuition. If the consecutive regions are always disjoint, we do not need

to consider the possible directions: we always know (in 1D) where the
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next region is, and thus what direction we take. However, if the regions

may overlap, it may be that for different realisations of a curve a segment

goes in the positive or in the negative direction. The propagation we

compute is based on the parameter space where we look at whether

we have reached a certain vertex on each curve yet, inspired by the

traditional free-space diagram. It may be that we pass by several vertices

on, say, 𝒱 while moving along a single segment on 𝒰 . The direction we

choose on 𝒰 needs to be kept consistent as we compute the next regions,

otherwise we might include realisations that are invalid as feasible

solutions. Therefore, we need to keep track of the chosen direction,

reflected by the pair (𝑠, 𝑡) in the general approach and the separate sets

in this section. Otherwise, these regions in 1D are simply the feasible

pairs of realisations of the last vertices on the prefixes of the curves.

It is helpful to think of the approach in terms of interval-free-space

diagrams. Consider a combination of specific vertices on the two curves,

say, 𝑢𝑖 and 𝑣 𝑗 , and suppose that we want to stay at 𝑢𝑖 but move to 𝑣 𝑗+1.

Which realisations of 𝑢𝑖 , 𝑣 𝑗 , and 𝑣 𝑗+1 can we pick that allow this move

to stay within the 2𝛿-band?

Suppose the 𝑥-coordinate of the diagram corresponds to the 𝑥-

coordinate of 𝒰 . Then we may pick a realisation for 𝑢𝑖 anywhere in the

vertical slab corresponding to the uncertainty interval for 𝑢𝑖 , namely, in

the slab 𝑢𝑖 ×ℝ. The fixed realisation for 𝑢𝑖 would then yield a vertical

line. Now suppose the 𝑦-coordinate of the diagram corresponds to the

𝑥-coordinate of 𝒱. For 𝑣 𝑗 , picking a realisation corresponds to picking

a horizontal line from the slab ℝ × 𝑣 𝑗 ; for 𝑣 𝑗+1, it corresponds to picking

a horizontal line from ℝ × 𝑣 𝑗+1. Picking a realisation for the pair (𝑢𝑖 , 𝑣 𝑗)
thus corresponds to a point in 𝑢𝑖 × 𝑣 𝑗 .

Of course, we may only maintain the matching as long the distance

between the matched points is at most 𝛿. For a fixed point on 𝒰 , this

corresponds to a 2𝛿-window for the coordinates along 𝒱. Therefore, the

allowed matchings are contained within the band defined by 𝑦 = 𝑥 ± 𝛿,

and when we pick the realisations for (𝑢𝑖 , 𝑣 𝑗), we only pick points from

𝑢𝑖 × 𝑣 𝑗 for which |𝑦 − 𝑥 | ≤ 𝛿 holds.

As we consider the propagation to 𝑣 𝑗+1, note that we may not move

within 𝑢𝑖 , so the allowed realisations for the pair (𝑢𝑖 , 𝑣 𝑗+1) are limited.

In particular, we can find that region by taking the subset of 𝑢𝑖 × 𝑣 𝑗+1

for which |𝑦 − 𝑥 | ≤ 𝛿 holds and restricting the 𝑥-coordinate further to

be feasible for the pair (𝑢𝑖 , 𝑣 𝑗). See Figure 4.4 for an illustration of this.



Chapter 4. Similarity of Uncertain Curves in 1D 109

𝑦 = 𝑥 + 1

𝑦 = 𝑥 − 1

−2 −1 1 2

−1

1

Figure 4.4. An interval-free-space diagram for 𝑢𝑖 = [0, 1], 𝑣 𝑗 = [−1.5,−0.2], and

𝑣 𝑗+1 = [1.5, 2] with 𝛿 = 1. Note that the feasible realisations for 𝑢𝑖 are [0.5, 0.8].

In this figure, we know that 𝑣 𝑗+1 lies above 𝑣 𝑗 ; if we did not know that,

we would have to attempt propagation both upwards and downwards.

For the second curve, the same holds.

Complexity. We now discuss the complexity of the regions we are

propagating to analyse the efficiency of the algorithm presented above.

We will perform the following steps.

1. Define complexity of the regions and establish the complexity of

the base case.

2. Study the possible complex regions that can arise from all simple

regions.

3. Study what happens to the complex regions as we propagate and

conclude that the complexity is bounded by a constant.

The boundaries of the regions are always horizontal, vertical, or coincide

with the boundaries of ℱ𝛿. A region can be thus represented as a

union of (possibly unbounded) axis-aligned rectangular regions, further

intersected with the interval free space. We define the complexity of a

region as the minimal required number of such rectangular regions.

Define a simple region as a region of complexity at most 1. Observe that

a simple region is necessarily convex; and a non-simple region has to

be non-convex. The illustration in Figure 4.5 shows the most general

example of a simple region. An empty region is also a simple region. To

enumerate the possible non-simple regions, we need to examine where

higher region complexity may come from in our algorithm. To that aim,

we first prove some simple statements about the propagation procedure.
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Figure 4.5. An example simple region. We get less general ones by setting any

side length to 0.

First, we discuss the complexity of the regions we can get in the base

case of the propagation.

Lemma 4.3. For all 𝑖 ∈ [𝑚 − 1] and 𝑗 ∈ [𝑛 − 1], regions𝑈1, 𝑗 , 𝐷1, 𝑗 , 𝑅𝑖 ,1, and
𝐿𝑖 ,1 are simple.

Proof. Consider first the intersection 𝐼1 ∩ 𝐽1. It is the intersection of

a vertical slab, a horizontal slab, and the diagonal slab (interval free

space). All three are convex sets, hence their intersection is also convex

and uses only vertical, horizontal, and diagonal line segments, so the

result is a simple region. To obtain𝑈1,1, 𝐷1,1, 𝑅1,1, and 𝐿1,1, we take the

Minkowski sum of the region with the corresponding half-slab. Both

are convex, so the result again is convex; we then intersect it with the

interval free space again, getting a simple region.

Now assume that𝑈1, 𝑗 is simple; we show that𝑈1, 𝑗+1 is simple. Note

that for some region 𝑋,𝑈1, 𝑗 = 𝑋𝑈0 ∩ ℱ𝛿 and 𝐷1, 𝑗 = 𝑋𝐷0 ∩ ℱ𝛿. Then

𝑈1, 𝑗 ∪ 𝐷1, 𝑗 = (𝑋𝑈0 ∪ 𝑋𝐷0) ∩ ℱ𝛿 = (𝑋 ⊕ ({0} ×ℝ)) ∩ ℱ𝛿 .

So, we get a vertical slab the width of𝑋, intersected with ℱ𝛿, so the result

is convex. We then intersect the region with the simple region 𝐽𝑗+1; take

Minkowski sum with a slab; and again intersect with the interval free

space. Clearly, the result is convex and uses only the allowed boundaries,

so we get a simple region.

The argument for 𝐷1, 𝑗 is symmetric; the arguments for 𝑅𝑖 ,1 and 𝐿𝑖 ,1
are equally straightforward. Hence, all the regions we get in the base

case are simple. □
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To proceed, we need to make the relation in pairs (𝑈, 𝐷) and (𝑅, 𝐿)
clear, so we know where the complexity may come from. Denote a

half-plane with a vertical or horizontal boundary starting at coordinate 𝑠

and going in direction 𝑋 by 𝐻𝑋
𝑠 . For example, a half-plane bounded on

the left by the line 𝑥 = 2 is denoted 𝐻𝑅
2

.

Lemma 4.4. Take two imprecise curves 𝒰 and 𝒱 of lengths 𝑚 and 𝑛,
respectively, and let 𝑖 ∈ [𝑚 − 1] and 𝑗 ∈ [𝑛 − 1]. Consider the pair 𝑅𝑖 , 𝑗 , 𝐿𝑖 , 𝑗
and assume the regions are simple. Then exactly one of the following options
holds:

1. 𝑅𝑖 , 𝑗 = 𝐿𝑖 , 𝑗 = ∅, so both regions are empty;
2. 𝑅𝑖 , 𝑗 = 𝐽𝑗 ∩𝐻𝑅

𝑠 ≠ ∅ ∧ 𝐿𝑖 , 𝑗 = ∅ for some 𝑠, so one region is empty and the
other spawns the entire feasible range, except that it may be cut with a
vertical line on the left;

3. 𝐿𝑖 , 𝑗 = 𝐽𝑗 ∩𝐻𝐿
𝑠 ≠ ∅ ∧ 𝑅𝑖 , 𝑗 = ∅ for some 𝑠, so one region is empty and the

other spawns the entire feasible range, except that it may be cut with a
vertical line on the right;

4. 𝐿𝑖 , 𝑗 ∩ 𝑅𝑖 , 𝑗 ≠ ∅, so both regions are non-empty, and they intersect.
We can make the same statement for the pair𝑈𝑖 , 𝑗 , 𝐷𝑖 , 𝑗 , replacing the half-planes
with 𝐻𝑈

𝑠 and 𝐻𝐷
𝑠 .

Proof. We show the statement for the pair 𝑅𝑖 , 𝑗 , 𝐿𝑖 , 𝑗 . We prove the

statement by induction on 𝑗. First of all, for 𝑗 = 1, we know that either

both regions are empty (case 1), or they are both non-empty and intersect

(case 4), showing the claim. So let 𝑗 = 𝑗′ + 1 for the rest of the proof and

assume that the lemma holds for the pair 𝑅𝑖 , 𝑗′ , 𝐿𝑖 , 𝑗′ .

We go over the possible combinations of the previous regions that are

combined in the propagation and show that for any such combination,

we end up in one of the cases. Recall that 𝑅𝑖 , 𝑗 = 𝑅𝑖 , 𝑗′+1 = (𝑅𝑅
𝑖,𝑗′ ∪𝑈

𝑅𝑈
𝑖,𝑗′ ∪

𝐷𝑅𝐷
𝑖,𝑗′ ) ∩ 𝐽𝑗′+1. Similarly, 𝐿𝑖 , 𝑗 = (𝐿𝐿

𝑖,𝑗′ ∪𝑈
𝐿𝑈
𝑖,𝑗′ ∪ 𝐷

𝐿𝐷
𝑖,𝑗′ ) ∩ 𝐽𝑗′+1. Consider the

following cases.

• 𝑈𝑖 , 𝑗′ ≠ ∅. Note that 𝑈𝐿𝑈
𝑖,𝑗′ ∩ 𝑈

𝑅𝑈
𝑖,𝑗′ = 𝑈𝑈0

𝑖 , 𝑗′ , so a vertical half-slab

from a lower boundary. If 𝑈𝑈0

𝑖 , 𝑗′ ∩ 𝐽𝑗′+1 ≠ ∅, then both 𝐿𝑖 , 𝑗 and

𝑅𝑖 , 𝑗 are non-empty and intersect, landing in case 4. Otherwise,

suppose 𝑈𝑈0

𝑖 , 𝑗′ ∩ 𝐽𝑗′+1 = ∅. This intersection can be empty due

to two reasons. Firstly, 𝑈𝑈0

𝑖 , 𝑗′ may lie entirely above 𝐽𝑗′+1. Then

𝑈𝐿𝑈
𝑖,𝑗′ ∩ 𝐽𝑗′+1 = 𝑈𝑅𝑈

𝑖,𝑗′ ∩ 𝐽𝑗′+1 = ∅, so𝑈𝑖 , 𝑗′ does not contribute anything
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ℱ𝛿

𝐽𝑗

𝑈𝐿𝑈
𝑖,𝑗′

𝑈𝑅𝑈
𝑖,𝑗′

𝑈𝑈0

𝑖 , 𝑗′

Figure 4.6. Propagation of 𝑈𝑖 , 𝑗′ to 𝐿𝑖 , 𝑗 and 𝑅𝑖 , 𝑗 . Note 𝐽𝑗 ⊂ ℱ𝛿. Observe that

𝑈𝐿𝑈
𝑖,𝑗′ ∩𝑈

𝑅𝑈
𝑖,𝑗′ = 𝑈𝑈0

𝑖 , 𝑗′ , and if 𝑈𝑈0

𝑖 , 𝑗′ ∩ 𝐽𝑗 = ∅ but 𝐽𝑗 does not lie below 𝑈𝑖 , 𝑗′ , then

𝑈𝐿𝑈
𝑖,𝑗′ ∩ 𝐽𝑗 = ∅ and 𝑈𝑅𝑈

𝑖,𝑗′ ∩ 𝐽𝑗 = 𝐽𝑗 , so one of the regions is empty and the other

covers the entire feasible region.

to either region; this case is considered below. Secondly,𝑈𝑈0

𝑖 , 𝑗′ may

lie entirely to the left of 𝐽𝑗′+1. Then we get the situation shown in

Figure 4.6: it must be that𝑈𝐿𝑈
𝑖,𝑗

∩ 𝐽𝑗′+1 = ∅ and𝑈𝑅𝑈
𝑖,𝑗

∩ 𝐽𝑗′+1 = 𝐽𝑗′+1.

This means, in particular, that 𝑅𝑖 , 𝑗 = 𝐽𝑗′+1 = 𝐽𝑗 . It might be that

𝐿𝑖 , 𝑗 and 𝑅𝑖 , 𝑗 are both non-empty; as 𝐿𝑖 , 𝑗 ⊆ 𝐽𝑗 , they intersect, and

so we end up in case 4. Otherwise, 𝐿𝑖 , 𝑗 must be empty, ending up

in case 2. So, whenever𝑈𝑖 , 𝑗′ contributes, we end up in one of the

cases.

• 𝐷𝑖 , 𝑗′ ≠ ∅. We can make arguments symmetric to the previous case,

landing us in either case 4 or case 3. If 𝐷𝑖 , 𝑗′ does not contribute to

either region, we consider the next case.

• Neither 𝑈𝑖 , 𝑗′ nor 𝐷𝑖 , 𝑗′ contribute to 𝐿𝑖 , 𝑗 or 𝑅𝑖 , 𝑗 , meaning we can

simplify the expressions to 𝑅𝑖 , 𝑗′+1 = 𝑅𝑅
𝑖,𝑗′ ∩ 𝐽𝑗′+1 and 𝐿𝑖 , 𝑗′+1 =

𝐿𝐿
𝑖,𝑗′ ∩ 𝐽𝑗′+1. We use the induction hypothesis and distinguish

between the cases for the pair 𝑅𝑖 , 𝑗′ , 𝐿𝑖 , 𝑗′ . Starting in case 1, we get

that 𝐿𝑖 , 𝑗 = 𝑅𝑖 , 𝑗 = ∅, ending up in case 1. Starting in case 2, we

get 𝐿𝑖 , 𝑗 = ∅, and 𝑅𝑖 , 𝑗 = 𝑅𝑖 , 𝑗′+1 = 𝐽𝑗′+1 ∩ 𝑅𝑅𝑖,𝑗′ . Observe that 𝑅𝑅
𝑖,𝑗′ is

a half-plane that can be denoted by 𝐻𝑅
𝑠 for some appropriate 𝑠;

depending on whether the intersection is empty, we end in either

in case 1 or in case 2. Starting in case 3 is symmetric and lands us
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in either case 1 or case 3. If we start in case 4, then the half-planes

𝑅𝑅
𝑖,𝑗′ and 𝐿𝐿

𝑖,𝑗′ intersect, and so for the pair 𝑅𝑖 , 𝑗 , 𝐿𝑖 , 𝑗 , we end up in

case 4; or in case 2 or 3 if 𝐿𝑅
𝑖,𝑗′ ∩ 𝐽𝑗′+1 or 𝑅𝑅

𝑖,𝑗′ ∩ 𝐽𝑗′+1 is empty.

This covers all the cases. By induction, we conclude that the lemma

holds. The proof for𝑈 , 𝐷 is symmetric. □

Let us now introduce the higher-complexity regions.

Definition 4.5. A staircase with 𝑘 steps is an otherwise simple region with

𝑘 cut-outs on the same side of the region, each consisting of a single

horizontal and a single vertical segment, introducing higher complexity.

All the options for a staircase with one step (regions of complexity 2)

are illustrated in Figure 4.7.

We should note that a staircase with 𝑘 steps, when intersected

with ℱ𝛿, can yield up to 𝑘 + 1 disjoint simple regions. More specifically,

every step that extends outside ℱ𝛿 splits a staircase of 𝑘 steps into two

staircases of at most 𝑘 − 1 steps in total.

We make the following observation relating the regions in pairs 𝑅𝑖 , 𝑗 ,

𝐿𝑖 , 𝑗 and𝑈𝑖 , 𝑗 , 𝐷𝑖 , 𝑗 .

Lemma 4.6. Take two imprecise curves 𝒰 and 𝒱 of lengths 𝑚 and 𝑛,
respectively, and let 𝑖 ∈ [𝑚 − 1] and 𝑗 ∈ [𝑛 − 1]. Consider the pair 𝑅𝑖 , 𝑗 , 𝐿𝑖 , 𝑗
and assume both regions are non-empty. If 𝑗 = 1, the regions have the same
𝑦-coordinate for their lower and upper boundaries. If 𝑗 = 𝑗′ + 1 and the regions
𝑈𝑖 , 𝑗′ , 𝐷𝑖 , 𝑗′ are simple, then the union 𝑅𝑖 , 𝑗 ∪ 𝐿𝑖 , 𝑗 is either simple or a staircase
with one step. Furthermore, both 𝑅𝑖 , 𝑗 and 𝐿𝑖 , 𝑗 are either simple or staircases
with one step.

Proof. First of all, for 𝑗 = 1, Lemma 4.3 implies that 𝑅𝑖 , 𝑗 and 𝐿𝑖 , 𝑗 are

simple; furthermore, the propagation starts from the same region, so the

𝑦-range is the same and the statement holds. For the rest of the proof

assume that 𝑗 = 𝑗′ + 1 and regions𝑈𝑖 , 𝑗′ and 𝐷𝑖 , 𝑗′ are simple.

Consider the region 𝑅𝑖 , 𝑗 = (𝑅𝑅
𝑖,𝑗′ ∪𝑈

𝑅𝑈
𝑖,𝑗′ ∪𝐷

𝑅𝐷
𝑖,𝑗′ ) ∩ 𝐽𝑗 . In principle, the

union of the two quadrants may create a staircase with a single step.

However, as the reader may verify, adding the half-plane to the union

cannot add a step, since doing so would require a horizontal ray forming

the top or the bottom boundary of the union of quadrants, which is

impossible. Symmetrical arguments can be made for 𝐿𝑖 , 𝑗 . So, under the
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(a) 𝐿𝑈 arrangement. (b) 𝑅𝑈 arrangement.

(c) 𝐿𝐷 arrangement. (d) 𝑅𝐷 arrangement.

Figure 4.7. All possible combinations for a single-step staircase. Each can be

further intersected by a vertical or horizontal slab (𝐼𝑖 or 𝐽𝑗 ) or shifted so that

the boundary is affected by ℱ𝛿.

given assumptions the regions are always either simple or staircases

with one step. Figures 4.8a and 4.8b show some examples.

Now consider the union of regions 𝑅𝑖 , 𝑗 ∪ 𝐿𝑖 , 𝑗 :

𝑅𝑖 , 𝑗 ∪ 𝐿𝑖 , 𝑗 = (𝑅𝑅𝑖,𝑗′ ∪ 𝐿
𝐿
𝑖,𝑗′ ∪𝑈

𝑈
𝑖,𝑗′ ∪ 𝐷

𝐷
𝑖,𝑗′) ∩ 𝐽𝑗 .

The only source of higher complexity is the union operator in the

propagation. This is the union of four half-planes. If both 𝑅𝑖 , 𝑗′ and

𝐿𝑖 , 𝑗′ are non-empty, we know from Lemma 4.4 that they intersect, so

𝐽𝑗 ⊆ 𝑅𝑅
𝑖,𝑗′ ∪ 𝐿𝐿

𝑖,𝑗′ = ℝ2
. The same holds for the pair 𝑈𝑖 , 𝑗′ , 𝐷𝑖 , 𝑗′ . Now

assume that at least one region from each pair is empty, say, 𝐿𝑖 , 𝑗′ and

𝐷𝑖 , 𝑗′ . If one more region is empty, then one of 𝐿𝑖 , 𝑗 , 𝑅𝑖 , 𝑗 is empty, which

contradicts our assumption. Note that the union of two half-planes

with perpendicular boundaries, intersected with a horizontal strip and

the interval free space, can create a staircase with one step. In our

particular setting, we get the staircase in the 𝑅𝑈 arrangement, shown in

Figure 4.7b. Other choices for empty regions will give one of the other
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𝑅𝑅
𝑖,𝑗

𝑈𝑅𝑈
𝑖,𝑗

𝑈𝐿𝑈
𝑖,𝑗

𝑈𝑈0

𝑖 , 𝑗

𝐼𝑖+1ℱ𝛿

(a) Taking the union of 𝑅𝑅
𝑖,𝑗

and 𝑈𝑅𝑈
𝑖,𝑗

cre-

ates a simple region. The other region is
also simple, but the union of resulting re-
gions is a staircase.

𝐿𝐿𝑈
𝑖,𝑗

𝑈𝑈
𝑖,𝑗

𝑈𝑖+1, 𝑗

𝐼𝑖+1ℱ𝛿

(b) Taking the union of 𝐿𝐿𝑈
𝑖,𝑗

and 𝑈𝑈
𝑖,𝑗

cre-

ates a staircase. Intersection with 𝐼𝑖+1 pre-
serves it: see the coloured outline of the
resulting region for 𝑈𝑖+1, 𝑗 .

Figure 4.8. Examples of staircase arrangements.

arrangements of Figure 4.7. There are no other options, so the statement

about the union 𝑅𝑖 , 𝑗 ∪ 𝐿𝑖 , 𝑗 is proven. □

Now consider the propagation when we start from not necessarily

simple regions or regions that do not match in their 𝑦-range (or 𝑥-range),

as described in Lemma 4.6. Consider the complexity contribution when

propagating across a cell—say,𝑈𝑖 , 𝑗 to𝑈𝑖+1, 𝑗 . To perform the propagation,

we take

𝑈𝑈
𝑖,𝑗 = 𝑈𝑖 , 𝑗 ⊕ 𝐻𝑈 = 𝑈𝑖 , 𝑗 ⊕ (ℝ ×ℝ+) .

From the definition of the Minkowski sum, it is easy to see that for non-

empty𝑈𝑖 , 𝑗 , this results in an upper half-plane with respect to the lowest

point in 𝑈𝑖 , 𝑗 . Therefore, when propagating a region across the cell, it

either contributes nothing if it is empty, or it contributes a half-plane

otherwise. Therefore, to establish if we can arrive at progressively more

complex regions, we need to consider the other boundaries as source of

complexity. This insight together with the previous results informs the

following argument.

Lemma 4.7. The regions that we propagate are either simple, or staircases with
one step, so the regions have constant complexity.

Proof. As shown in Lemma 4.3, the base regions are always simple.

Consider the regions 𝑅𝑖 , 𝑗 , 𝐿𝑖 , 𝑗 for some 𝑖 and 𝑗 = 𝑗′ + 1. The proof for

𝑈𝑖 , 𝑗 , 𝐷𝑖 , 𝑗 is symmetric. As we have just observed, the complexity of 𝑅𝑖 , 𝑗′

and 𝐿𝑖 , 𝑗′ is irrelevant for 𝑅𝑖 , 𝑗 , 𝐿𝑖 , 𝑗 , as they contribute a half-plane in the
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worst case. Furthermore, we have shown in Lemma 4.6 that if𝑈𝑖 , 𝑗′ and

𝐷𝑖 , 𝑗′ are simple, then regions 𝑅𝑖 , 𝑗 , 𝐿𝑖 , 𝑗 are at worst single-step staircases.

It remains to consider what happens as we propagate further from

the regions obtained in Lemma 4.6. So suppose 𝑅𝑖 , 𝑗 , 𝐿𝑖 , 𝑗 are obtained as

in Lemma 4.6. Again, their complexity is irrelevant for the complexity of

𝑅𝑖 , 𝑗+1, 𝐿𝑖 , 𝑗+1, so it remains to answer the following question. Assuming

no restrictions on 𝑈𝑖 , 𝑗 , 𝐷𝑖 , 𝑗 , what is the possible complexity of 𝑈𝑖+1, 𝑗 ,

𝐷𝑖+1, 𝑗? Consider the propagation for e.g.𝑈𝑖+1, 𝑗 = (𝑈𝑈
𝑖,𝑗
∪𝑅𝑅𝑈

𝑖,𝑗
∪𝐿𝐿𝑈

𝑖,𝑗
)∩𝐼𝑖+1.

As follows from Lemma 4.6 and the mechanics of propagation, the region

𝐿𝐿𝑈
𝑖,𝑗

∪ 𝑅𝑅𝑈
𝑖,𝑗

is either a simple region or a staircase with a single step,

unbounded horizontally. Therefore, adding the half-plane of𝑈𝑈
𝑖,𝑗

cannot

increase the complexity. A symmetric argument holds for 𝐷𝑖+1, 𝑗 . Hence,

both𝑈𝑖+1, 𝑗 and 𝐷𝑖+1, 𝑗 are again either simple or staircases with a single

step.

Finally, consider the propagation through the next cell to the pair

𝑅𝑖+1, 𝑗+1, 𝐿𝑖+1, 𝑗+1. For the region 𝑅𝑖+1, 𝑗+1 we need to compute 𝑈𝑅𝑈
𝑖+1, 𝑗

∪
𝐷𝑅𝐷
𝑖+1, 𝑗

. Note that

𝑈𝑖+1, 𝑗 ∪ 𝐷𝑖+1, 𝑗 = (𝑈𝑈
𝑖,𝑗 ∪ 𝐷

𝐷
𝑖,𝑗 ∪ 𝑅

𝑅
𝑖,𝑗 ∪ 𝐿

𝐿
𝑖,𝑗) ∩ 𝐼𝑖+1 ,

and as both 𝑅𝑖 , 𝑗 and 𝐿𝑖 , 𝑗 are non-empty and intersect, as follows from

Lemmas 4.4 and 4.6, we conclude𝑈𝑖+1, 𝑗 ∪ 𝐷𝑖+1, 𝑗 = 𝐼𝑖+1. Therefore, the

region 𝑅𝑖+1, 𝑗+1 is formed with a union of two half-planes with parallel

boundaries, and so the region is simple. The same holds for 𝐿𝑖+1, 𝑗+1.

So, within two propagation steps we may go from simple regions to

staircase regions with one step before returning to simple regions. As

there are no other possibilities for the propagation, the statement of the

lemma holds. □

The operations we use during propagation can be done in constant

time for constant-complexity arguments. Using Lemma 4.7, we state

the main result.

Theorem 4.8. We can solve the decision problem for lower bound Fréchet
distance on imprecise curves of lengths 𝑚 and 𝑛 in 1D in time Θ(𝑚𝑛).
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4.3 Upper Bound Fréchet Distance

Until this point, we have been discussing the lower bound Fréchet

distance. We now turn our attention to the upper bound. The problem

is known to be NP-hard in 2D in all variants we consider (Chapter 3); we

show that this remains true even in 1D. Define the following problems

for the discrete and continuous Fréchet distance.

Problem 4.9. Upper Bound (Discrete) Fréchet in 1D: Given two uncer-

tain trajectories 𝒰 and 𝒱 in 1D of lengths 𝑚 and 𝑛, respectively, and a

threshold 𝛿 > 0, determine if 𝑑max

F
(𝒰 ,𝒱) > 𝛿 (𝑑max

dF
(𝒰 ,𝒱) > 𝛿).

We show that these problems are NP-hard both for indecisive and

imprecise models by giving a reduction from CNF-SAT. The construction

we use is similar to that used in 2D; however, in 2D the desired alignment

of subcurves is achieved by having one of the curves be close enough

to (0, 0) at all times. Here making a curve close to 0 will not work, so

we need to add extra gadgets instead that can ‘eat up’ the alignment

of the subcurves that we do not care about. We start by describing the

construction and then show how it leads to the NP-hardness argument.

Suppose we are given a CNF-SAT formula 𝐶 on 𝑛 clauses and 𝑚

variables, with 𝐽𝑖 ⊆ [𝑚] and 𝐾𝑖 ⊆ [𝑚] \ 𝐽𝑖 for all 𝑖 ∈ [𝑛]:

𝐶 =
⋀︂
𝑖∈[𝑛]

𝐶𝑖 , 𝐶𝑖 =
⋁︂
𝑗∈𝐽𝑖

𝑥 𝑗 ∨
⋁︂
𝑘∈𝐾𝑖

¬𝑥𝑘 for all 𝑖 ∈ [𝑛].

We define an assignment as a function 𝑎 : {𝑥1 , . . . , 𝑥𝑚} → {True, False}
that assigns a value to each variable, 𝑎(𝑥 𝑗) = True or 𝑎(𝑥 𝑗) = False for

any 𝑗 ∈ [𝑚]. 𝐶[𝑎] then denotes the result of substituting 𝑥 𝑗 ↦→ 𝑎(𝑥 𝑗) in

𝐶 for all 𝑗 ∈ [𝑚]. We construct two curves: curve 𝒰 is an uncertain

curve that represents the variables, and curve 𝒱 is a precise curve that

represents the structure of the formula.

Literal level. Define a literal gadget for curve 𝒱:

LG𝑖 , 𝑗 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 ⊔ 1.5 if 𝑥 𝑗 is a literal of 𝐶𝑖 ,

−1.5 ⊔ 1.5 if ¬𝑥 𝑗 is a literal of 𝐶𝑖 ,

−0.75 ⊔ 1.5 otherwise.
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Consider for now the indecisive uncertainty model. The curve 𝒰 has

an indecisive point per variable, each with two options, corresponding

to True and False assignments. Define a variable gadget for curve 𝒰 :

VG𝑗 = {−1.5, 0} ⊔ 2.5 .

Here the notation {−1.5, 0} denotes an indecisive point with two possible

locations −1.5 and 0. We interpret the position −1.5 as assigning

𝑥 𝑗 = True and the position 0 as assigning 𝑥 𝑗 = False. Observe the

relationship between LG𝑖 , 𝑗 and VG𝑗 for any given 𝑖 ∈ [𝑛]: the distance

between the first points of the gadgets is large if the given variable

assignment turns the clause true. For instance, if a clause has the literal

𝑥 𝑗 , then the choice of 𝑥 𝑗 = True makes the distance between the first

points 1.5 > 1; if the literal is ¬𝑥 𝑗 and we make the same choice, then

the distance is 0; and if the literal does not occur in 𝐶𝑖 , then whichever

realisation we pick, the distance is 0.75 < 1.

Clause level. We now aggregate the literal gadgets into clause gadgets.
Similarly, we aggregate the variable gadgets into the variable section:

CG𝑖 = 3.5 ⊔
⨆︂
𝑗∈[𝑚]

LG𝑖 , 𝑗 , VS = 4.5 ⊔
⨆︂
𝑗∈[𝑚]

VG𝑗 .

Suppose that we pick some realisation for all the variables with some

function 𝑎. Pick a clause 𝐶𝑖 . Suppose that 𝐶𝑖[𝑎] = True. This means

there is at least one 𝑥 𝑗 assigned in a way that makes 𝐶𝑖 turn true. In

our construction, this means that there is at least one pair of LG𝑖 , 𝑗 and

VG𝑗 that gives a large distance between the first two points. If we are

interested in just the Fréchet distance between CG𝑖 and VS for some

fixed 𝑖, we can state the following.

Lemma 4.10. For some fixed 𝑖 ∈ [𝑛], the (discrete) Fréchet distance between
CG𝑖 , corresponding to clause 𝐶𝑖 , and a realisation 𝜋 ⋐ VS, corresponding to
an assignment 𝑎, is 1 iff 𝐶𝑖[𝑎] = False, and is 1.5 iff 𝐶𝑖[𝑎] = True, and there
are no other possible values.

Proof. First of all, note that the points 4.5 and 3.5 must be matched,

yielding the distance of at least 1 between the curves. Furthermore, the

only point within distance 1.5 of the point 2.5 that occurs at the end

of every VG𝑗 is the last point of every LG𝑖 , 𝑗 , namely, 1.5. Observe that
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simply walking along both curves, matching point 𝑘 on one curve to

point 𝑘 on the other curve for every 𝑘, gives us the (discrete) Fréchet

distance of at most 1.5. Thus, an optimal matching will always match the

point 2.5 to one of the points at 1.5. Furthermore, an optimal solution

will always match the first point of LG𝑖 , 𝑗 to the indecisive point of VG𝑗 ,

as the point at 2.5 is always too far. Therefore, both for the Fréchet and

the discrete Fréchet distance, an optimal matching is one to one, i.e. we

advance along both curves on every step. The initial synchronisation

points yield the distance 1, as do the second points in the literal level

gadgets; each indecisive point is matched at distance of either 0, 0.75,

or 1.5. The latter case only occurs if the assignment of the variable makes

the clause satisfied. So, indeed, we conclude that we can only get the

distance of either 1 or 1.5, and the latter is only possible if some variable

turns the clause to true, so if 𝐶𝑖[𝑎] = True. Otherwise, the clause is false,

and the distance is 1. □

Formula level. We can now paste the clause gadgets together. Once

we do that, we would like to have a way to freely choose a clause to align

with the variable section: then, if there is a clause that is not satisfied,

choosing that clause would yield a small overall distance; and if all

clauses are satisfied, then any one of them will give a large distance,

and so we can distinguish between whether the formula is satisfied or

not. As a starting point, it is clear that we need to prepend and append

something to the variable section that would catch the clauses that are

not aligned with the variable section. We devise the following gadget

for that:

abs = 2.5 ⊔
⨆︂
𝑗∈[𝑚]

(−0.5 ⊔ 0.5) .

We show that this gadget may indeed be satisfactorily aligned with any

CG𝑖 .

Lemma 4.11. The (discrete) Fréchet distance between abs and any CG𝑖 is 1.

Proof. First of all, note that we must match the first synchronisation

point of CG𝑖 at 3.5 to some point on the other curve, and the only point

in abs that is close enough is the point at 2.5 in the beginning. This

establishes the lower bound of 1. Furthermore, we can always get the

distance of 1 by walking step by step along both curves: the distance
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between any of −1.5, −0.75, and 0 is at most 1 to −0.5, and the distance

between 1.5 and 0.5 is 1. Thus, the statement holds. □

We need as many of these gadgets as there may be misaligned

clauses. In the worst case, we may align CG1 or CG𝑛 with VS, and so

we need 𝑛 − 1 of the catch gadgets before and after VS. However, the

new problem we get is that now the extra abs clauses need to be aligned

with something. To that end, we devise the following gadget:

abs
2
= 1.5 ⊔ 0.5 .

Again, we show that it can perform its function.

Lemma 4.12. The (discrete) Fréchet distance between abs
2 and abs is 1.

Proof. First of all, note that we must match the first synchronisation

point of abs at 2.5 to the point at 1.5 on abs
2
, giving the lower bound

of 1. Furthermore, we can always get the distance of 1 by stepping to the

second point on both curves and staying at 0.5 on abs
2

while alternating

between −0.5 and 0.5 on abs. Thus, the statement holds. □

Finally, we need to align these gadgets with something, but that is

not too difficult, as they only have the length of 1. We define our final

uncertain curves:

𝒰 = 1 ⊔
(︂⨆︂
𝑖∈[𝑛−1]

abs

)︂
⊔ VS ⊔

(︂⨆︂
𝑖∈[𝑛−1]

abs

)︂
⊔ 1 ,

𝒱 =

(︂⨆︂
𝑖∈[𝑛−1]

abs
2

)︂
⊔
(︂⨆︂
𝑖∈[𝑛]

CG𝑖

)︂
⊔
(︂⨆︂
𝑖∈[𝑛−1]

abs
2

)︂
.

We illustrate the curves in Figure 4.9. With these definitions, we can

show the following.

Theorem 4.13. The problems Upper Bound Fréchet in 1D and Upper
Bound Discrete Fréchet in 1D are NP-hard in the indecisive model.

Proof. First of all, notice that in our construction the synchronisation

points at the start of the clauses gadgets must be matched to the

synchronisation points at the start of the variable section and the abs

gadgets in the optimal matching, as hinted at in the proofs of the

previous lemmas. Furthermore, note that any number of abs
2

at the
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VS

abs

abs

−1.5 0 1.5

2.5

3.5

4.5

−1.5 0 1.5

2.5

3.5 −1.5 0 1.5

2.5

3.5

0.5

1
0.5

-0.5
0.5

-0.5
0.5

-0.5
2.5

4.5

-1.5, 0
2.5

2.5

0.5
-0.5
0.5

-0.5
0.5

-0.5

1.5
-1.5
1.5
0 1.5
-1.5
3.5
0 1.5
-0.75
1.5
0 3.5
0.5
1.5

-1.5, 0

-1.5, 0

2.5
1

Figure 4.9. Left: The realisation of 𝒰 for assignment 𝑥1 = True, 𝑥2 = True,

𝑥3 = False and curve 𝒱 for the formula 𝐶 = (𝑥1 ∨ 𝑥3) ∧ (¬𝑥1 ∨ 𝑥2 ∨ ¬𝑥3). Note

that 𝐶 = True with this assignment, and that both feasible alignments give

(discrete) Fréchet distance of 1.5. Right: The corresponding free space. White

dots are accessible, spots without a dot are never accessible. Blue (red) dots

are only accessible if the corresponding variable is set to True (False). Yellow

dashed paths indicate potential paths through the free space; the goal is to

determine if the variables can be set such that all potential paths are blocked.

start can be matched to the point at 1, and any number of abs
2

can

be matched to the point at 1 at the end. Putting these observations

together with Lemmas 4.10 to 4.12, it is easy to see the following. Choose

some assignment 𝑎 and consider the corresponding realisation 𝜋 ⋐ 𝒰 .

Suppose that𝐶[𝑎] = False; this means that there is at least one 𝑖 for which

𝐶𝑖[𝑎] = False. Our construction allows us to consider the alignment

where we match CG𝑖 to VS, and the rest of clauses to one of abs; the

remaining abs are matched to the abs
2
, and the remaining abs

2
are

matched to 1. In this matching, the (discrete) Fréchet distance between

the curves is 1, which is optimal, and the formula is not satisfied. Now

suppose that 𝐶[𝑎] = True; this means that for all 𝑖, 𝐶𝑖[𝑎] = True. So, no

matter which CG𝑖 we choose to align with VS, we get the distance of 1.5;

therefore, the formula is satisfied, and the optimal distance is 1.5.

Recall that the upper bound distance takes the maximum distance
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over all realisations. Therefore, if the upper bound distance is 1, then

all the realisations yield the distance 1, and so all assignments 𝑎 yield

𝐶[𝑎] = False, and the formula is not satisfiable. On the other hand, if the

upper bound distance is 1.5, then there is some realisation that yields this

distance, and it corresponds to an assignment 𝑎 with 𝐶[𝑎] = True, so the

formula is satisfiable. Thus, our construction with the threshold 𝛿 = 1

solves CNF-SAT. Curve 𝒰 has length 2+ 2 · (𝑛 − 1) · (1+ 2𝑚) + 1+ 2𝑚 =

2𝑛+4𝑚𝑛−2𝑚+1; curve𝒱 has length 4·(𝑛−1)+𝑛 ·(1+2𝑚) = 5𝑛+2𝑚𝑛−4.

Clearly, the construction takes polynomial time. Therefore, the problem

both for discrete and continuous Fréchet distance is NP-hard. □

We can easily extend this result to the imprecise curves. We replace

the indecisive points at {−1.5, 0} with intervals [−1.5, 0]. The following

observation is key.

Observation 4.14. If an upper bound solution can be found as a certificate in
the construction with the indecisive points, it can also be found in the imprecise
construction.

Furthermore, note that no realisation can yield a distance above 1.5

with an optimal matching. Thus, if the formula is satisfiable, the upper

bound distance is still 1.5, and this distance cannot be obtained otherwise.

We conclude that the problem is NP-hard.

Theorem 4.15. The problems Upper Bound Fréchet in 1D and Upper
Bound Discrete Fréchet in 1D are NP-hard in the imprecise model.

4.4 Weak Fréchet Distance

In this section, we investigate the lower bound weak Fréchet distance for

uncertain curves. In general, since weak matchings can revisit parts of

the curve, the dynamic program for the regular Fréchet distance cannot

easily be adapted, as it relies on the fact that only the realisation of the last

few vertices is tracked. In particular, when computing the (lower bound)

weak Fréchet distance for uncertain curves, one cannot simply forget the

realisations of previously visited vertices, as the matching might revisit

them. Surprisingly, we can show that for the continuous weak Fréchet

distance between uncertain one-dimensional curves, we can still obtain

a polynomial-time dynamic program, as shown in Section 4.4.1. One
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may expect that the discrete weak Fréchet distance for uncertain curves

in 1D is also solvable in polynomial time; however, in Section 4.4.2, we

show that this problem is NP-hard. We also show that computing the

continuous weak Fréchet distance is NP-hard for uncertain curves in 2D.

4.4.1 Algorithm for Continuous Setting

We first introduce some definitions. Consider two polygonal one-

dimensional curves 𝜋 : [1, 𝑚] → ℝ and 𝜎 : [1, 𝑛] → ℝ with vertices

at the integer parameters. Let 𝜋−1 denote the reversal of a polygonal

curve 𝜋. Denote by 𝜋|[𝑎,𝑏] the restriction of 𝜋 to the domain [𝑎, 𝑏].
For integer values of 𝑎 and 𝑏, note that 𝜋|[𝑎,𝑏] ≡ 𝜋[𝑎 : 𝑏]. Finally,

define the image of a curve as the set of points in ℝ that belong to

the curve, Im(𝜋) ≡ {𝜋(𝑥) | 𝑥 ∈ [1, 𝑚]} for 𝜋 : [1, 𝑚] → ℝ. For any

polygonal curve 𝜋, define the growing curve ⃗⃗
𝜋 of 𝜋 as the sequence of

local minima and maxima of the sequence ⟨𝜋(𝑖) | 𝜋(𝑖) ∉ Im(𝜋|[1,𝑖))⟩𝑚𝑖=1
.

Thus, the vertices of a growing curve alternate between local minima

and maxima, the subsequence of local maxima is strictly increasing, and

the subsequence of local minima is strictly decreasing.

It has been shown that for precise one-dimensional curves, the weak

Fréchet distance can be computed in linear time [60]. For uncertain

curves, it is unclear how to use that linear-time algorithm; however, we

can apply some of the underlying ideas. A relaxed matching between 𝜋
and 𝜎 is defined by reparametrisations 𝛼 : [0, 1] → [1, 𝑚] and 𝛽 : [0, 1] →
[1, 𝑛] with 𝛼(0) = 1, 𝛼(1) = 𝑥 ∈ [𝑚 − 1, 𝑚] and 𝛽(0) = 1, 𝛽(1) = 𝑦 ∈
[𝑛 − 1, 𝑛]. Observe that the final points of reparametrisations have to be

on the last segments of the curves, but not necessarily at the endpoints

of those segments. Moreover, define a relaxed matching (𝛼, 𝛽) to be

cell-monotone if for all 𝑡 ≤ 𝑡′, we have min(⌊𝛼(𝑡)⌋ , 𝑚 − 1) ≤ 𝛼(𝑡′) and

min(⌊𝛽(𝑡)⌋ , 𝑛 − 1) ≤ 𝛽(𝑡′). In other words, once we pass by a vertex to

the next segment on a curve, we do not allow going back to the previous

segment; backtracking within a segment is allowed. Let rm(𝜋, 𝜎) be the

minimum matching cost over all cell-monotone relaxed matchings:

rm(𝜋, 𝜎) = inf

cell-monotone relaxed matching 𝜇
cost

𝜇
(𝜋, 𝜎) .

It has been shown for precise curves [60] that

𝑑wF(𝜋, 𝜎) = max

(︁
rm(

⃗⃗⃗
𝜋,

⃗⃗⃗
𝜎), rm(

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗
𝜋−1 ,

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗
𝜎−1)

)︁
.
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Let rm(𝜋, 𝜎)[𝑖 , 𝑗] ≡ rm
(︁
𝜋[1 : 𝑖], 𝜎[1 : 𝑗]

)︁
. Then the value of rm(𝜋, 𝜎) can

be computed in quadratic time as rm(𝜋, 𝜎)[𝑚, 𝑛] using the following

dynamic program:

rm(𝜋, 𝜎)[0, ·] = ∞ ,

rm(𝜋, 𝜎)[·, 0] = ∞ ,

rm(𝜋, 𝜎)[1, 1] = |𝜋(1) − 𝜎(1)| ,
and for 𝑖 > 0 or 𝑗 > 0,

rm(𝜋, 𝜎)[𝑖 + 1, 𝑗 + 1] = min

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

max

(︂
rm(𝜋, 𝜎)[𝑖 , 𝑗 + 1],

𝑑
(︁
𝜋(𝑖), Im(𝜎[𝑗 : 𝑗 + 1])

)︁ )︂
,

max

(︂
rm(𝜋, 𝜎)[𝑖 + 1, 𝑗],

𝑑
(︁
𝜎(𝑗), Im(𝜋[𝑖 : 𝑖 + 1])

)︁ )︂
.

If 𝜋 is a growing curve, we have Im(𝜋[𝑖 : 𝑖 + 1]) = Im(𝜋[1 : 𝑖 + 1]), so the

following dynamic program is equivalent if 𝜋 and 𝜎 are growing curves:

𝑟(𝜋, 𝜎)[0, ·] = ∞ ,

𝑟(𝜋, 𝜎)[·, 0] = ∞ ,

𝑟(𝜋, 𝜎)[1, 1] = |𝜋(1) − 𝜎(1)| ,
and for 𝑖 > 0 or 𝑗 > 0,

𝑟(𝜋, 𝜎)[𝑖 + 1, 𝑗 + 1] = min

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

max

(︂
𝑟(𝜋, 𝜎)[𝑖 , 𝑗 + 1],

𝑑
(︁
𝜋(𝑖), Im(𝜎[1 : 𝑗 + 1])

)︁ )︂
,

max

(︂
𝑟(𝜋, 𝜎)[𝑖 + 1, 𝑗],

𝑑
(︁
𝜎(𝑗), Im(𝜋[1 : 𝑖 + 1])

)︁ )︂
.

Let 𝑟(𝜋, 𝜎) ≔ 𝑟(𝜋, 𝜎)[𝑚, 𝑛] when executing the dynamic program above

for curves 𝜋 : [1, 𝑚] → ℝ and 𝜎 : [1, 𝑛] → ℝ. We have rm( ⃗⃗𝜋, ⃗⃗𝜎) = 𝑟( ⃗⃗𝜋, ⃗⃗𝜎).
Moreover, observe that the final result of computing 𝑟 is the same

whether we apply it to the original or the growing curves. In other
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words, 𝑟(𝜋, 𝜎) = 𝑟( ⃗⃗𝜋, ⃗⃗𝜎), so

𝑑wF(𝜋, 𝜎) = max

(︁
rm(

⃗⃗⃗
𝜋,

⃗⃗⃗
𝜎), rm(

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗
𝜋−1 ,

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗
𝜎−1)

)︁
= max

(︁
𝑟(
⃗⃗⃗
𝜋,

⃗⃗⃗
𝜎), 𝑟(

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗
𝜋−1 ,

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗
𝜎−1)

)︁
= max

(︁
𝑟(𝜋, 𝜎), 𝑟(𝜋−1 , 𝜎−1)

)︁
.

With regard to computing the lower bound weak Fréchet distance

over realisations of uncertain curves, this roughly means that we only

need to keep track of the image of the prefix (and the suffix) of𝜋 and 𝜎. To

formalise this, we split up the computation over the prefix and the suffix.

Let 𝑖min , 𝑖max ∈ [𝑚], 𝑗min , 𝑗max ∈ [𝑛], [𝑥min , 𝑥max] ⊆ ℝ, [𝑦min , 𝑦max] ⊆ ℝ.

Abbreviate the pairs 𝐼 ≔ (𝑖min , 𝑖max), 𝐽 ≔ (𝑗min , 𝑗max) and the intervals

𝑋 ≔ [𝑥min , 𝑥max], 𝑌 ≔ [𝑦min , 𝑦max], and call a realisation 𝜋 of an

uncertain curve 𝐼-respecting if 𝜋(𝑖min) is a global minimum of 𝜋 and

𝜋(𝑖max) is a global maximum of 𝜋. Say that 𝜋 is (𝐼 , 𝑋)-respecting if

additionally 𝜋(𝑖min) = 𝑥min and 𝜋(𝑖max) = 𝑥max. Denote some 𝐼- and

(𝐼 , 𝑋)-respecting realisations of an uncertain curve 𝒰 by 𝜋′ ⋐ 𝒰𝐼 and

𝜋′′ ⋐ 𝒰𝑋
𝐼

, respectively. Consider the lower bound weak Fréchet distance

between (𝐼 , 𝑋)- and (𝐽 , 𝑌)-respecting realisations 𝜋 ⋐ 𝒰𝑋
𝐼

and 𝜎 ⋐ 𝒱𝑌
𝐽

:

𝑑min

wF
(𝒰𝑋

𝐼 ,𝒱
𝑌
𝐽 ) ≡ min

𝜋⋐𝒰𝑋
𝐼
,𝜎⋐𝒱𝑌

𝐽

𝑑wF(𝜋, 𝜎)

= min

𝜋⋐𝒰𝑋
𝐼
,𝜎⋐𝒱𝑌

𝐽

max

(︁
𝑟(𝜋, 𝜎), 𝑟(𝜋−1 , 𝜎−1)

)︁
.

Lemma 4.16. Among (𝐼 , 𝑋)- and (𝐽 , 𝑌)-respecting realisations, the prefix and
the suffix are independent:

𝑑min

wF
(𝒰𝑋

𝐼 ,𝒱
𝑌
𝐽 ) = max

⎧⎪⎪⎨⎪⎪⎩
min𝜋⋐𝒰𝑋

𝐼
,𝜎⋐𝒱𝑌

𝐽
𝑟(𝜋, 𝜎) ,

min𝜋′⋐𝒰𝑋
𝐼
,𝜎′⋐𝒱𝑌

𝐽
𝑟(𝜋′−1 , 𝜎′−1) .

Proof. If we take 𝜋 = 𝜋′
and 𝜎 = 𝜎′, the right-hand side becomes a

lower bound on 𝑑min

wF
(𝒰𝑋

𝐼
,𝒱𝑌

𝐽
). To show that it is also an upper bound,

consider (𝐼 , 𝑋)-respecting realisations 𝜋 and 𝜋′
, and define 𝜋𝑐 as the

prefix of 𝜋 up to 𝑖min concatenated with the suffix of 𝜋′
starting from 𝑖min.

Then 𝜋𝑐 is an (𝐼 , 𝑋)-respecting realisation of 𝒰 . Moreover, the growing

curves

⃗⃗
𝜋 and

⃗⃗ ⃗⃗ ⃗⃗
𝜋𝑐 are the same (this is obvious if 𝑖min > 𝑖max, and follows

from the fact that the value of the 𝑖maxth vertex is 𝑥max otherwise).
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Symmetrically,

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗
𝜋′−1 =

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗
𝜋−1

𝑐 . We can similarly define a (𝐽 , 𝑌)-respecting

realisation 𝜎𝑐 of 𝒱 based on some 𝜎 and 𝜎′. Since

⃗⃗
𝜋 =

⃗⃗ ⃗⃗ ⃗⃗
𝜋𝑐 and

⃗⃗
𝜎 =

⃗⃗ ⃗⃗ ⃗⃗
𝜎𝑐 ,

we have 𝑟(𝜋, 𝜎) = 𝑟(𝜋𝑐 , 𝜎𝑐), and symmetrically, 𝑟(𝜋′−1 , 𝜎′−1) = 𝑟(𝜋−1

𝑐 , 𝜎
−1

𝑐 ).
We can therefore use 𝜋𝑐 ⋐ 𝒰𝑋

𝐼
and 𝜎𝑐 ⋐ 𝒱𝑌

𝐽
in the definition of

𝑑wF(𝒰𝑋
𝐼
,𝒱𝑌

𝐽
) to obtain the desired upper bound. □

The remainder of this section is guided by observations based on

Lemma 4.16.

1. Computing min𝜋⋐𝒰𝑋
𝐼
,𝜎⋐𝒱𝑌

𝐽
𝑟(𝜋, 𝜎) lets us compute 𝑑min

wF
(𝒰𝑋

𝐼
,𝒱𝑌

𝐽
).

2. To compute 𝑑min

wF
(𝒰𝐼 ,𝒱𝐽), we must find an optimal pair of images

𝑋 and 𝑌 for 𝜋 and 𝜎.

3. We can compute 𝑑min

wF
(𝒰 ,𝒱) by computing 𝑑min

wF
(𝒰𝐼 ,𝒱𝐽) for all

𝒪(𝑚2𝑛2) values for (𝐼 , 𝐽).
Instead of computing min𝜋⋐𝒰𝑋

𝐼
,𝜎⋐𝒱𝑌

𝐽
𝑟(𝜋, 𝜎) for a specific value of (𝑋,𝑌),

we compute the function (𝑋,𝑌) ↦→ min𝜋⋐𝒰𝑋
𝐼
,𝜎⋐𝒱𝑌

𝐽
𝑟(𝜋, 𝜎) using a dy-

namic program that effectively simulates the dynamic program 𝑟(𝜋, 𝜎)
for all 𝐼- and 𝐽-respecting realisations simultaneously. So let

𝑅𝐼 ,𝐽[𝑖 , 𝑗](𝑥, 𝑦, 𝑋, 𝑌) ≔ inf

𝜋⋐𝒰𝐼 ,Im(𝜋[1:𝑖])=𝑋,𝜋(𝑖)=𝑥
𝜎⋐𝒱𝐽 ,Im(𝜎[1:𝑗])=𝑌,𝜎(𝑗)=𝑦

𝑟(𝜋, 𝜎)[𝑖 , 𝑗] , then

𝑅𝐼 ,𝐽[𝑚, 𝑛](𝑥, 𝑦, 𝑋, 𝑌) = inf

𝜋⋐𝒰𝑋
𝐼
,𝜋(𝑚)=𝑥

𝜎⋐𝒱𝑌
𝐽
,𝜎(𝑛)=𝑦

𝑟(𝜋, 𝜎) .

We derive

𝑅𝐼 ,𝐽[0, · ](𝑥, 𝑦, 𝑋, 𝑌) = 𝑅𝐼 ,𝐽[ · , 0](𝑥, 𝑦, 𝑋, 𝑌) = ∞,
𝑅𝐼 ,𝐽[1, 1](𝑥, 𝑦, 𝑋, 𝑌) = inf

𝜋⋐𝒰𝐼 ,{𝑥}=𝑋,𝜋(1)=𝑥
𝜎⋐𝒱𝐽 ,{𝑦}=𝑌,𝜎(1)=𝑦

|𝜋(1) − 𝜎(1)|,
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and for (𝑖 , 𝑗) ≠ (1, 1),
𝑅𝐼 ,𝐽[𝑖 , 𝑗](𝑥, 𝑦, 𝑋, 𝑌)

= inf

𝜋⋐𝒰𝐼 ,Im(𝜋[1:𝑖])=𝑋,𝜋(𝑖)=𝑥
𝜎⋐𝒱𝐽 ,Im(𝜎[1:𝑗])=𝑌,𝜎(𝑗)=𝑦

min

{︄
max{𝑟(𝜋, 𝜎)[𝑖 − 1, 𝑗], 𝑑(𝜋(𝑖 − 1), 𝑌)},
max{𝑟(𝜋, 𝜎)[𝑖 , 𝑗 − 1], 𝑑(𝜎(𝑗 − 1), 𝑋)}

= min

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
inf𝜋⋐𝒰𝐼 ,Im(𝜋[1:𝑖])=𝑋,𝜋(𝑖)=𝑥

𝜎⋐𝒱𝐽 ,Im(𝜎[1:𝑗])=𝑌,𝜎(𝑗)=𝑦
𝜋(𝑖−1)=𝑥′

max{𝑟(𝜋, 𝜎)[𝑖 − 1, 𝑗], 𝑑(𝑥′, 𝑌)},

inf𝜋⋐𝒰𝐼 ,Im(𝜋[1:𝑖])=𝑋,𝜋(𝑖)=𝑥
𝜎⋐𝒱𝐽 ,Im(𝜎[1:𝑗])=𝑌,𝜎(𝑗)=𝑦

𝜎(𝑗−1)=𝑦′

max{𝑟(𝜋, 𝜎)[𝑖 , 𝑗 − 1], 𝑑(𝑦′, 𝑋)},

= min

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
inf𝜋⋐𝒰𝐼 ,Im(𝜋[1:𝑖])=𝑋,

Im(𝜋[1:𝑖−1])=𝑋′ ,
𝜋(𝑖)=𝑥,𝜋(𝑖−1)=𝑥′

max{𝑅𝐼 ,𝐽[𝑖 − 1, 𝑗](𝑥′, 𝑦, 𝑋′, 𝑌), 𝑑(𝑥′, 𝑌)},

inf𝜎⋐𝒱𝐽 ,Im(𝜎[1:𝑗])=𝑌,
Im(𝜎[1:𝑗−1])=𝑌′ ,
𝜎(𝑗)=𝑦,𝜎(𝑗−1)=𝑦′

max{𝑅𝐼 ,𝐽[𝑖 , 𝑗 − 1](𝑥, 𝑦′, 𝑋, 𝑌′), 𝑑(𝑦′, 𝑋)},

where, crucially, the conditions on 𝑥′, 𝑦′, 𝑋′
, and 𝑌′

can be checked

purely in terms of 𝒰𝐼 and 𝒱𝐽 , so the recurrence does not depend on any

particular 𝜋 or 𝜎. This yields a dynamic program that constructs the

function 𝑅𝐼 ,𝐽[𝑖 , 𝑗] based on the functions 𝑅𝐼 ,𝐽[𝑖 − 1, 𝑗] and 𝑅𝐼 ,𝐽[𝑖 , 𝑗 − 1].
The recurrence has parameters 𝐼, 𝐽, 𝑖, 𝑗, 𝑥, 𝑦, 𝑋, and 𝑌. The first four

are easy to handle, since 𝑖 ∈ [𝑚], 𝑗 ∈ [𝑛], 𝐼 ∈ [𝑚]2, and 𝐽 ∈ [𝑛]2. The other

parameters are continuous. 𝑋 can be represented by 𝑥min, 𝑥max, and 𝑌

by 𝑦min, 𝑦max. To prove that we can solve the recurrence in polynomial

time, it is sufficient to prove that we can restrict the computation to a

polynomial number of different 𝑥min, 𝑥max, 𝑦min, 𝑦max, 𝑥, and 𝑦.

We assume that each of the 𝑢𝑖 and 𝑣 𝑗 is given as a set of intervals. This

includes the cases of uncertain curves with imprecise vertices (where

each of these is just one interval) and with indecisive vertices (where

each interval is just a point; but in this case, we get by definition only a

polynomial number of different values for the parameters).

Consider the realisations 𝜋 = ⟨𝑝1 , . . . , 𝑝𝑚⟩ and 𝜎 = ⟨𝑞1 , . . . , 𝑞𝑛⟩ of

the curves that attain 𝑑min

wF
(𝒰 ,𝒱) ≕ 𝛿. In these realisations, we need to

have a sequence of vertices 𝑟1 ≤ 𝑟2 ≤ · · · ≤ 𝑟ℓ with the 𝑟𝑘 alternately from

the set of 𝑝𝑖 and the set of 𝑞 𝑗 such that 𝑟1 is at a right interval endpoint,

𝑟ℓ is at a left interval endpoint, and 𝑟𝑘+1 − 𝑟𝑘 = 𝛿. Since 1 ≤ ℓ ≤ 𝑚 + 𝑛,

this implies that there are only 𝒪(𝑁2 · (𝑚 + 𝑛)) candidates for 𝛿, where
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𝑁 is the total number of interval endpoints. We can compute these

candidates in time 𝒪(𝑁2 · (𝑚 + 𝑛)).
Now assume that we have chosen 𝜋 and 𝜎 such that none of the

𝑝𝑖 or 𝑞 𝑗 can be increased (i.e. moved to the right) without increasing

the weak Fréchet distance. Then for every 𝑝𝑖 (and likewise 𝑞 𝑗), there

is a sequence 𝑟1 ≤ 𝑟2 ≤ · · · ≤ 𝑟ℓ = 𝑝𝑖 , where 𝑟1 is the endpoint of an

interval and 𝑟𝑘+1 − 𝑟𝑘 = 𝛿. There are 𝒪(𝑁) possibilities for 𝑟1, 𝒪(𝑚 + 𝑛)
possibilities for ℓ , and 𝒪(𝑁2 · (𝑚 + 𝑛)) possibilities for 𝛿, thus the total

number of positions to consider for 𝑝𝑖 is polynomial.

Theorem 4.17. The lower bound continuous weak Fréchet distance between
uncertain one-dimensional curves can be computed in polynomial time.

4.4.2 Hardness of Discrete Setting

In this section, we prove that minimising the discrete weak Fréchet

distance is NP-hard, already in one-dimensional space. We show this

both for indecisive and imprecise points. In the constructions in this

section, the lower bound Fréchet distance is never smaller than 1. The

goal is to determine whether it is equal to 1 or greater than 1.

Indecisive points. We reduce from 3SAT. Consider an instance with

𝑛 variables and 𝑚 clauses. We assign each variable a unique height:
variable 𝑥𝑖 gets assigned height 10𝑖 + 5. We use slightly larger heights

(10𝑖 + 6 and 10𝑖 + 7) to interact with the positive state of the variable,

and slightly smaller heights to interact with the negative state.

We construct two uncertain curves, one representing the variables

and one representing the clauses. The first curve, 𝒰 , consists of 𝑛 + 2

vertices. The first and last vertices are precise points at height 0. The

remaining vertices are uncertain points, with two possible heights each:

𝒰 = ⟨0, {14, 16}, {24, 26}, . . . , {10𝑛 + 4, 10𝑛 + 6}, 0⟩ .

The second curve, 𝒱, consists of 𝑛𝑚 + 𝑛 + 𝑚 + 2 vertices. For a clause

𝑐 𝑗 = ℓ𝑎 ∨ ℓ𝑏 ∨ ℓ𝑐 , let 𝐶 𝑗 be the set {10𝑎 + 3/7, 10𝑏 + 3/7, 10𝑐 + 3/7}, where

for each literal we choose +7 if ℓ𝑖 = 𝑥𝑖 or +3 if ℓ𝑖 = ¬𝑥𝑖 . Let 𝑆 be the

set 𝑆 = {15, 25, . . . , 10𝑛 + 5} of ‘neutral’ variable heights. Define 𝒱 as

the curve that starts and ends at 0, has a vertex for each 𝐶 𝑗 , and has
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Figure 4.10. An example with five variables and three clauses. White dots are

always accessible, no matter the state of the variables (however, note that only

one white dot per column can be used). Red / blue dots are accessible only if

the corresponding variable is set to False / True. Spots without a dot are never

accessible.

sufficiently many copies of 𝑆 between them:

𝒱 = ⟨0, 𝑆, . . . , 𝑆, 𝐶1 , 𝑆, . . . , 𝑆, 𝐶2 , 𝑆, . . . , 𝑆, . . . . . . , 𝐶𝑚 , 0⟩ .

Consider the free-space diagram, with a ‘spot’ (𝑖 , 𝑗) corresponding

to a pair of vertices 𝑢𝑖 and 𝑣 𝑗 . The discrete weak Fréchet distance is

equal to 1 if and only if there is an assignment to each uncertain vertex

such that the there is a path from the bottom left to the top right of the

diagram that uses only accessible spots, where a spot is accessible if

the assigned heights of the corresponding row and column are within

distance 1. Figure 4.10 shows an example.

We can only cross a column corresponding to clause 𝑐 𝑗 if at least

one of the corresponding literals is set to true. The remaining columns

can always be crossed at any row. Note that the repetition is necessary:

although all spots are in principle reachable, only one spot in each

column can be reachable at the same time. If we have at least 𝑛 columns

between each pair of clauses, this will always be possible.

Theorem 4.18. Given two uncertain curves 𝒰 and 𝒱, each given by a
sequence of values and sets of values in ℝ, the problem of choosing a realisation
of 𝒰 and 𝒱 such that the weak discrete Fréchet distance between 𝒰 and 𝒱 is
minimised is NP-hard.
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Figure 4.11. The global frame. White dots are accessible, spots without a dot

are never accessible. Within each block, there are three potential paths between

its two accessible corners.

Imprecise points. The construction above relies on the ability to select

arbitrary sets of values as uncertainty regions. We now show that this

is not required. We strengthen the proof in two ways: we restrict the

uncertainty regions to intervals and we use uncertainty in only one

curve.

The main idea of the adaptation is to encode clauses not by a single

uncertain vertex, but by sets of globally distinct paths through the

free-space diagram. To facilitate this, we need a global frame to guide

the possible solution paths, and we need more copies of the variable

vertices (though only one copy will be uncertain) to facilitate the paths.

Let 𝑇 = 10(𝑛 + 2). We build a frame for the construction using four

unique heights: 0, 10, 𝑇 − 10, and 𝑇.2 Let 𝑆 = ⟨0, 10, ?, 𝑇 − 10, ?, 10, ?, 𝑇 −
10, 𝑇⟩ be a partial sequence—the question marks indicate the gaps where

we will insert other vertices later. Globally, the curves have the structure

𝒰 = 𝑆 and 𝒱 = 𝑆 ⊔ 𝑆−1 ⊔ 𝑆 ⊔ 𝑆−1 ⊔ . . . ⊔ 𝑆: one copy or reversed copy

of 𝑆 for each clause (if the number of clauses is even, simply add a trivial

clause). In the free-space diagram, this creates a frame that every path

needs to adhere to. The frame consists of one block per clause, and

inside each block, there are three potential paths from the bottom left

to top right corner (or from the top left to the bottom right corner for

reversed blocks). See Figure 4.11.

Next, we fill in the gaps. Let 𝒰 = ⟨0⟩ ⊔𝒰1 ⊔𝒰−1

2
⊔𝒰1 ⊔ ⟨𝑇⟩, where

𝒰1 = ⟨10, 14, 16, 24, 26, . . . , 10𝑛 + 4, 10𝑛 + 6, 𝑇 − 10⟩ ,
𝒰2 = ⟨10, [14, 16], [24, 26], . . . , [10𝑛 + 4, 10𝑛 + 6], 𝑇 − 10⟩ .

2
The actual values are, in fact, irrelevant for the construction—they simply need to

be unique numbers sufficiently removed from the values that we use for encoding the

variables.
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Let𝒱 =
⨆︁

1≤ 𝑗≤𝑚 𝐶
(−1)𝑗−1

𝑗
be the concatenation of clause sequences, where

every even clause sequence is reversed. For a clause 𝑐 𝑗 = ℓ𝑎 ∨ ℓ𝑏 ∨ ℓ𝑐 , the

sequence 𝐶 𝑗 is of the form

𝐶 𝑗 = ⟨0, 10⟩ ⊔ 𝐿𝑎 ⊔ ⟨𝑇 − 10⟩ ⊔ 𝐿−1

𝑏
⊔ ⟨10⟩ ⊔ 𝐿𝑐 ⊔ ⟨𝑇 − 10, 𝑇⟩ ,

where the literal sequences 𝐿𝑖 corresponding to ℓ𝑖 = 𝑥𝑖 (positive literals),

ℓ𝑖 = ¬𝑥𝑖 (negative literals) are

𝐿𝑖 = ⟨15, . . . , 10(𝑖 − 1) + 5, 10𝑖 + 5, 10𝑖 + 7, 10(𝑖 + 1) + 5, . . . , 10𝑛 + 5⟩ ,
𝐿𝑖 = ⟨15, . . . , 10(𝑖 − 1) + 5, 10𝑖 + 3, 10𝑖 + 5, 10(𝑖 + 1) + 5, . . . , 10𝑛 + 5⟩ ,

respectively. See Figure 4.12 for an example of the resulting free-space

diagram.

The construction relies on the following observation.

Observation 4.19. 𝐿𝑖 can always be matched to 𝒰1. 𝐿𝑖 can be matched to 𝒰2

if and only if ℓ𝑖 = 𝑥𝑖 and 𝑥𝑖 is set to True, or ℓ𝑖 = ¬𝑥𝑖 and 𝑥𝑖 is set to False.

Theorem 4.20. Given an uncertain curve 𝒰 , described by a sequence of values
and intervals in ℝ, and a precise curve 𝒱, described by a sequence of values
in ℝ, it is NP-hard to choose a realisation of 𝒰 such that the weak discrete
Fréchet distance between 𝒰 and 𝒱 is minimised.

Continuous weak Fréchet distance in ℝ2. Finally, we mention that

the results in this section carry over to the continuous weak Fréchet

distance in one dimension higher. We simply construct the same curves

as described above on the 𝑥-axis, and intersperse each curve with the

point at (0,∞).

Corollary 4.21. Given an uncertain curve 𝒰 , described by a sequence of
points and regions in ℝ2, and a precise curve 𝒱, described by a sequence of
points in ℝ2, it is NP-hard to choose a realisation of 𝒰 such that the weak
Fréchet distance between 𝒰 and 𝒱 is minimised.

4.5 Conclusions

In this chapter, we have considered the standard extremal questions

about the (discrete) (weak) Fréchet distance on uncertain curves in one

dimension. We conclude that deciding if the upper bound is above a



Chapter 4. Similarity of Uncertain Curves in 1D 132

15

0

25
35
37

45

55
45
35
25
23

15

17
25
35

45
55

70

01
4

1
6

2
4

2
6

3
4

3
6

4
4

4
6

5
4

5
6

5
6

5
4

4
6

4
4

3
6

2
6

1
6

1
4

2
4

3
4

1
4

1
6

2
4

2
6

3
4

3
6

4
4

4
6

5
4

5
6

7
0

0

𝑥
1
∨
¬𝑥

2
∨
𝑥

3

55
45
35
25

13
15

55

45
35
25
15

25

35
33

45

¬𝑥
1
∨
¬𝑥

3
∨
𝑥

4
𝑥

2
∨
𝑥

4
∨
¬𝑥

5

1
0

6
0

10

60
55

15
10

60

1
0

6
0

60

60
55

10

10
15

47

15
25

35
45

55

45
35
25

15
25
35
45

55

70

10

60
55

15
10

60

27

47

33

F
ig

u
re

4
.1

2
.

A
n

ex
am

p
le

w
it

h
fi

ve
va

ri
ab

le
s

an
d

th
re

e
cl

au
se

s.
W

h
it

e
d
o
ts

ar
e

al
w

ay
s

ac
ce

ss
ib

le
,

n
o

m
at

te
r

th
e

st
at

e
o
f

th
e

va
ri

ab
le

s.
R

ed
/

b
lu

e
d
o
ts

ar
e

ac
ce

ss
ib

le
o
n
ly

if
th

e
co

rr
es

p
o
n
d
in

g
va

ri
ab

le
is

se
t

to
Fa

ls
e

/
T

ru
e.

Sp
o
ts

w
it

h
o
u
t

a
d
o
t

ar
e

n
ev

er

ac
ce

ss
ib

le
.



Chapter 4. Similarity of Uncertain Curves in 1D 133

given threshold remains NP-hard for indecisive points, and is NP-hard

for intervals. It appears hopeless to find a variant of the Fréchet distance

where the upper bound problem is not NP-hard, although it is an

interesting open problem to complete the study of the upper bound

(discrete) weak Fréchet distance.

The lower bound problem, like in Chapter 3, turns out to be solvable

in polynomial time in some settings and NP-hard in other settings. The

dichotomy for the weak Fréchet distance, interestingly, is the opposite

of that for the regular Fréchet distance: discretising the problem makes

it harder in this case, not easier.

In future work, it would be interesting to complete filling in the gaps

by studying the upper bound weak Fréchet distance, as well as various

variants of the Hausdorff distance on uncertain point sets—the two

distances share some structure, so it would be interesting to see exactly

which variants turn out to be hard. Finally, for the lower bound Fréchet

distance, it is possible that the problem is fixed-parameter tractable in the

number of directions that the edges of the curve may take; investigating

this further would be an interesting line of research, potentially making

it more practical to work with the Fréchet distance under uncertainty.



CHAPTER 5
Uncertain Curve

Simplification

In this chapter, we investigate the topic of curve simplification under

uncertainty. There are many classical algorithms dealing with curve

simplification with different distance metrics, discussed in Section 1.2;

however, it is typically assumed that the locations of the points making

up the curves are known precisely, which is not ideal when modelling

noisy data. Curve simplification is frequently used as a first step to

reduce the noise-to-signal ratio in the trajectory data before applying

other algorithms or when storing large amounts of data. In both

cases, modelling uncertainty could reduce the error introduced by

simplifying imprecise measurements while maintaining a short, efficient

representation of the data.

Among the approaches to simplifying polygonal curves, we would

like to highlight the one by Imai and Iri [145]. The basic approach

involves computing the shortcut graph, which captures all the possible

simplifications of a curve, and then finding a shortest path through the

graph in terms of the number of edges from the start node to the end

node, thus finding the simplification with fewest edges. We adapt this

approach in our work to simplification under uncertainty, which, to our

knowledge, has not been studied before.

134
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(a)

(b)

(c)

𝜀

Figure 5.1. (a) An uncertain curve modelled with convex polygons and a

potential realisation. (b) A valid simplification under the Hausdorff distance

with the threshold 𝜀: for every realisation, the subsequence is within Hausdorff

distance 𝜀 from the full sequence. (c) An invalid simplification under the

Hausdorff distance with the threshold 𝜀: there is a realisation for which the

subsequence is not within Hausdorff distance 𝜀 from the full sequence.

As in Chapters 3 and 4, we use indecisive and imprecise models.

Recall that an uncertain curve is a sequence of uncertain points of the

same kind, and a realisation of an uncertain curve is a precise polygonal

curve obtained by taking one point from each uncertain point.

In this chapter, we solve the following problem.

Problem 5.1. Given an uncertain curve as a sequence of 𝑛 uncertain

points, find the shortest subsequence of the uncertain points of the curve

such that for any realisation of the curve, the corresponding realisation

of the subsequence is a valid simplification of that realisation.

We present a family of efficient algorithms for this problem under

both the Hausdorff and the Fréchet distance, with the uncertain points

modelled as indecisive points, as disks, as line segments, and as convex

polygons, shown in Table 5.1. See also Figure 5.1.

Using the notation introduced in Chapter 2, we discuss the following

problem: given an uncertain curve 𝒰 = ⟨𝑈1 , . . . , 𝑈𝑛⟩ with 𝑛 ∈ ℕ,

𝑛 ≥ 3, and 𝑈𝑖 ⊂ ℝ2
for all 𝑖 ∈ [𝑛], and the threshold 𝜀 ∈ ℝ+

, find a

minimal-length subsequence 𝒰′ = ⟨𝑈𝑖1 , . . . , 𝑈𝑖ℓ ⟩ of 𝒰 with ℓ ≤ 𝑛, such

that for any realisation 𝜋 ⋐ 𝒰 , the corresponding realisation 𝜋′ ⋐ 𝒰′

forms an 𝜀-simplification of 𝜋 under some distance measure 𝛿. We

solve this problem both for the Hausdorff and the Fréchet distance for
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Table 5.1. Running time of our approach in each setting. For indecisive points,

𝑘 is the number of options per point. For convex polygons, 𝑘 is the number of

vertices.

indecisive disks line segments convex polygons

Hausdorff 𝒪(𝑛3𝑘3) 𝒪(𝑛3) 𝒪(𝑛3) 𝒪(𝑛3𝑘3)
Fréchet 𝒪(𝑛3𝑘3) 𝒪(𝑛3) 𝒪(𝑛3) 𝒪(𝑛3𝑘3)

𝑝1

𝑝2

𝑝3

𝑝4

𝑝5

𝑝6𝑠2

𝑠3 𝑠4𝑠5

𝜀

𝑝1

𝑝2

𝑝3

𝑝4

𝑝5

𝑝6𝑠2

𝑠3 𝑠4

𝑠5

𝜀

Figure 5.2. Left: Alignment for the Hausdorff distance. Right: Alignment for

the Fréchet distance. In both cases, the alignment is described as the sequence

⟨𝑠1 ≔ 𝑝1 , 𝑠2 , 𝑠3 , 𝑠4 , 𝑠5 , 𝑠6 ≔ 𝑝6⟩.

uncertainty modelled with indecisive points, line segments, disks, and

convex polygons.

Preliminaries. Suppose we are given a threshold 𝜀 ∈ ℝ+
, a polygonal

curve 𝜋 = ⟨𝑝1 , . . . , 𝑝𝑛⟩, and a curve built on the subsequence of vertices

of 𝜋 for some set 𝐼 = {𝑖1 , . . . , 𝑖ℓ } ⊆ [𝑛], i.e. 𝜎 = ⟨𝑝𝑖1 , . . . , 𝑝𝑖ℓ ⟩ with

𝑖 𝑗 < 𝑖 𝑗+1 for all 𝑗 ∈ [ℓ − 1] and ℓ ≤ 𝑛. We call 𝜎 an 𝜀-simplification of 𝜋 if

for each segment ⟨𝑝𝑖 𝑗 , 𝑝𝑖 𝑗+1
⟩, we have 𝛿(⟨𝑝𝑖 𝑗 , 𝑝𝑖 𝑗+1

⟩,𝜋[𝑖 𝑗 : 𝑖 𝑗+1]) ≤ 𝜀, where

𝛿 denotes some distance measure, e.g. the Hausdorff or the Fréchet

distance. The Hausdorff distance between two sets 𝑃, 𝑄 ⊂ ℝ2
is

𝑑H(𝑃, 𝑄) def

= max

{︁
sup

𝑝∈𝑃
inf

𝑞∈𝑄
∥𝑝 − 𝑞∥ , sup

𝑞∈𝑄
inf

𝑝∈𝑃
∥𝑝 − 𝑞∥

}︁
.

For two polygonal curves 𝜋 and 𝜎 in ℝ2
, since 𝜋 and 𝜎 are closed and

bounded, we get

𝑑H(𝜋, 𝜎) = max

{︁
max

𝑝∈𝜋
min

𝑞∈𝜎
∥𝑝 − 𝑞∥ ,max

𝑞∈𝜎
min

𝑝∈𝜋
∥𝑝 − 𝑞∥

}︁
.

Recall the definition of the Fréchet distance using reparametrisations.

In this chapter, we often consider the Fréchet distance between a curve
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𝜋 = ⟨𝑝1 , . . . , 𝑝𝑛⟩ and a line segment 𝑝1𝑝𝑛 , for some 𝑛 ∈ ℕ, 𝑛 ≥ 3. In

this setting, the alignment can be described in a more intuitive way;

see also Figure 5.2. It can be described as a sequence of locations

on the line segment to which the vertices of the curves are matched,

⟨𝑠2 , . . . , 𝑠𝑛−1⟩, where 𝑠𝑖 ∈ [1, 2] for all 𝑖 ∈ {2, . . . , 𝑛 − 1} and 𝑠𝑖 ≤ 𝑠𝑖+1

for all 𝑖 ∈ {2, . . . , 𝑛 − 2}. To see that, assign 𝑠1 ≔ 1 and 𝑠𝑛 ≔ 2

and construct a helper reparametrisation 𝜙 : [0, 1] → [1, 𝑛], defined as

𝜙(𝑡) = (𝑛−1)·𝑡+1 for any 𝑡 ∈ [0, 1]. Construct another reparametrisation

𝜓 : [1, 𝑛] → [1, 2], defined as

𝜓(𝑡) =
{︄
𝑠⌊𝑡⌋ · (1 − 𝑡 + ⌊𝑡⌋) + 𝑠⌊𝑡⌋+1

· (𝑡 − ⌊𝑡⌋) if 𝑡 ∈ [1, 𝑛),
𝑠𝑛 if 𝑡 = 𝑛.

Note that 𝜙 and 𝜓 ◦ 𝜙 satisfy the definition of reparametrisations for 𝜋
and 𝑝1𝑝𝑛 , respectively.

We also define an alignment between a curve and a line segment

for the Hausdorff distance (see Figure 5.2). It represents the map

from the curve to the line segment, where each point on the curve

is mapped to the closest point on the line segment. It is given by

a sequence ⟨𝑠1 , . . . , 𝑠𝑛⟩, where 𝑠𝑖 ∈ [1, 2] for all 𝑖 ∈ [𝑛], such that

𝑝1𝑝𝑛(𝑠𝑖) = arg min𝑝′∈𝑝1𝑝𝑛
∥𝑝′− 𝑝𝑖 ∥. In other words, 𝑝1𝑝𝑛(𝑠𝑖) is the closest

point to 𝑝𝑖 for all 𝑖 ∈ [𝑛]; as we show in Section 5.2.1, the Hausdorff

distance is realised as the distance between 𝑝𝑖 and 𝑝1𝑝𝑛(𝑠𝑖) for some 𝑖 ∈
[𝑛]. Therefore, establishing such an alignment and checking that

∥𝑝1𝑝𝑛(𝑠𝑖) − 𝑝𝑖 ∥ ≤ 𝜀 for all 𝑖 ∈ [𝑛] allows us to check that 𝑑H(𝜋, 𝑝1𝑝𝑛) ≤ 𝜀
for some 𝜀 ∈ ℝ+

.

5.1 Overview of the Approach

In this section, we present the short description of our approach in

different settings. We work out the details and show correctness in

Sections 5.2 to 5.4.

On the highest level, we use the shortcut graph. Each uncertain point

of an uncertain curve 𝒰 = ⟨𝑈1 , . . . , 𝑈𝑛⟩ corresponds to a vertex. An

edge connects two vertices 𝑖 and 𝑗 if and only if the distance between any

realisation of 𝒰[𝑖 : 𝑗] and the corresponding line segment from𝑈𝑖 to𝑈 𝑗

is below the threshold. The path with the least edges from vertex 1 to

vertex 𝑛 then corresponds to the simplification using least uncertain
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points. So, we construct the shortcut graph and find the shortest path

between two vertices. The key idea is that we find shortcuts that are

valid for all realisations, so any sequence of shortcuts can be chosen. We

discuss this in Section 5.4.

In order to construct the shortcut graph, we need to check whether

an edge should be added to the graph, i.e. whether a shortcut is valid.
The approach is different for the Hausdorff and the Fréchet distance and

for each uncertainty model. For the first and the last uncertain point of

the shortcut, we state in Section 5.3 that there are several critical pairs of

realisations that need to be tested explicitly, and then for any other pair

of realisations, we know that the distance is also below the threshold.

Testing each pair corresponds to finding the distance between a precise

line segment and any realisation of an uncertain curve; we show the

simple procedures to do this in Section 5.2.

5.2 Shortcut Testing: Intermediate Points

In this section, we discuss testing a single shortcut where we fix the

realisations of the first and the last uncertain point. We start by showing

some basic facts about the Hausdorff and the Fréchet distance in the

precise setting, and then we use them to design simple algorithms for

testing shortcuts in the uncertain settings. We answer the following

problem.

Problem 5.2. Given an uncertain curve 𝒰 = ⟨𝑈1 , . . . , 𝑈𝑛⟩ on 𝑛 ∈ ℕ,

𝑛 ≥ 3 uncertain points in ℝ2
, as well as realisations 𝑝1 ∈ 𝑈1, 𝑝𝑛 ∈ 𝑈𝑛 ,

check if the largest Hausdorff or Fréchet distance between 𝒰 and its one-

segment simplification is below a threshold 𝜀 ∈ ℝ+
for any realisation

with the fixed start and end points, i.e. for 𝛿 ≔ 𝑑H or 𝛿 ≔ 𝑑F, verify

max

𝜋⋐𝒰 ,𝜋(1)≡𝑝1 ,𝜋(𝑛)≡𝑝𝑛
𝛿(𝜋, 𝑝1𝑝𝑛) ≤ 𝜀 .

5.2.1 Hausdorff Distance

We start by showing some useful facts about the Hausdorff distance in

the precise setting. We then solve Problem 5.2 for 𝛿 ≔ 𝑑H.

Lemma 5.3. Given 𝑛 ∈ ℕ and a precise curve 𝜋 = ⟨𝑝1 , . . . , 𝑝𝑛⟩ with 𝑝𝑖 ∈ ℝ2

for all 𝑖 ∈ [𝑛], we have that for any 𝑞 ∈ 𝑝1𝑝𝑛 with 𝑞 ≺ 𝑝𝑛 , there is some
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𝑖 ∈ [𝑛−1] such that 𝑠 ≔ arg min𝑟∈𝑝1𝑝𝑛
∥𝑝𝑖−𝑟∥, 𝑡 ≔ arg min𝑟∈𝑝1𝑝𝑛

∥𝑝𝑖+1−𝑟∥,
and 𝑠 ≼ 𝑞 ≺ 𝑡.

Proof. Assume this is not the case and pick a point 𝑞 ∈ 𝑝1𝑝𝑛 \ 𝑝𝑛 that

forms a counterexample. We now have, for all 𝑖 ∈ [𝑛 − 1] and the

definitions of 𝑠 and 𝑡 given above, that 𝑠 ≼ 𝑞 =⇒ 𝑡 ≼ 𝑞. Clearly,

for 𝑖 = 1, we have 𝑠 ≡ 𝑝1 and so 𝑠 ≼ 𝑞. By induction on 𝑖, we can

conclude that for all 𝑖 ∈ [𝑛], arg min𝑟∈𝑝1𝑝𝑛
∥𝑝𝑖 − 𝑟∥ ≼ 𝑞. In particular, as

arg min𝑟∈𝑝1𝑝𝑛
∥𝑝𝑛 − 𝑟∥ = 𝑝𝑛 , this means that 𝑝𝑛 ≼ 𝑞. However, we picked

𝑞 ≺ 𝑝𝑛 . This is a contradiction, so the lemma holds. □

Lemma 5.4. Given four points 𝑎, 𝑏, 𝑐, 𝑑 ∈ ℝ2 forming segments 𝑎𝑏 and 𝑐𝑑,
the largest distance from one segment to the other is achieved at an endpoint:

max

𝑝∈𝑎𝑏
𝑑(𝑝, 𝑐𝑑) = max

{︁
𝑑(𝑎, 𝑐𝑑), 𝑑(𝑏, 𝑐𝑑)

}︁
.

Proof. Trivially, max𝑝∈𝑎𝑏 𝑑(𝑝, 𝑐𝑑) ≥ max

{︁
𝑑(𝑎, 𝑐𝑑), 𝑑(𝑏, 𝑐𝑑)

}︁
, since 𝑎, 𝑏 ∈

𝑎𝑏, so it remains to show that max𝑝∈𝑎𝑏 𝑑(𝑝, 𝑐𝑑) ≤ max

{︁
𝑑(𝑎, 𝑐𝑑), 𝑑(𝑏, 𝑐𝑑)

}︁
.

Consider two sets 𝑆1 ≔ {𝑝 | ∥𝑝∥ ≤ 𝜀} and 𝑆2 ≔ 𝑐𝑑, with 𝜀 ≔
max

{︁
𝑑(𝑎, 𝑐𝑑), 𝑑(𝑏, 𝑐𝑑)

}︁
. Take their Minkowski sum:

𝑆 ≔ {𝑝 + 𝑞 | 𝑝 ∈ 𝑆1 , 𝑞 ∈ 𝑆2}
def

= {𝑝 + 𝑞 | ∥𝑝∥ ≤ 𝜀, 𝑞 ∈ 𝑐𝑑}
= {𝑟 | ∥𝑟 − 𝑞∥ ≤ 𝜀, 𝑞 ∈ 𝑐𝑑}
= {𝑟 | min

𝑞∈𝑐𝑑
∥𝑟 − 𝑞∥ ≤ 𝜀}

def

= {𝑟 | 𝑑(𝑟, 𝑐𝑑) ≤ 𝜀} .

Note that both sets are convex: 𝑆1 is a disk and 𝑆2 is a line segment.

Then their Minkowski sum 𝑆 is also convex. By definition of 𝑆 and 𝜀,

we have 𝑎, 𝑏 ∈ 𝑆. By definition of a convex set, we conclude that 𝑎𝑏 ∈ 𝑆,

so max𝑝∈𝑎𝑏 𝑑(𝑝, 𝑐𝑑) ≤ max

{︁
𝑑(𝑎, 𝑐𝑑), 𝑑(𝑏, 𝑐𝑑)

}︁
, and the statement of the

lemma holds. □

Lemma 5.5. Given 𝑛 ∈ ℕ, for any precise curve 𝜋 = ⟨𝑝1 , . . . , 𝑝𝑛⟩ with
𝑝𝑖 ∈ ℝ2 for all 𝑖 ∈ [𝑛], we have

𝑑H(𝜋, 𝑝1𝑝𝑛) = max

𝑖∈[𝑛]
𝑑(𝑝𝑖 , 𝑝1𝑝𝑛) .
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Proof. Recall the definition of Hausdorff distance in this setting:

𝑑H(𝜋, 𝑝1𝑝𝑛) = max

{︂
max

𝑝∈𝜋
min

𝑞∈𝑝1𝑝𝑛
∥𝑝 − 𝑞∥ , max

𝑞∈𝑝1𝑝𝑛
min

𝑝∈𝜋
∥𝑝 − 𝑞∥

}︂
.

We first show that max𝑞∈𝑝1𝑝𝑛 min𝑝∈𝜋∥𝑝− 𝑞∥ ≤ max𝑝∈𝜋 min𝑞∈𝑝1𝑝𝑛 ∥𝑝−
𝑞∥ ≕ 𝜀. We do a case distinction on 𝑞 ∈ 𝑝1𝑝𝑛 and show that for all 𝑞,

we have min𝑝∈𝜋∥𝑝 − 𝑞∥ ≤ 𝜀.

• 𝑞 ≡ 𝑝𝑛 . Note 𝑝𝑛 ∈ 𝜋, so min𝑝∈𝜋∥𝑝 − 𝑞∥ = 0 ≤ 𝜀.

• 𝑞 ≺ 𝑝𝑛 . Using Lemma 5.3, we find 𝑖 ∈ [𝑛−1] and the corresponding

𝑠 and 𝑡 such that 𝑠 ≼ 𝑞 ≺ 𝑡. As max𝑝∈𝜋 𝑑(𝑝, 𝑝1𝑝𝑛)
def

= 𝜀, we know

𝑑(𝑝𝑖 , 𝑝1𝑝𝑛) = ∥𝑝𝑖 − 𝑠∥ ≤ 𝜀 and 𝑑(𝑝𝑖+1 , 𝑝1𝑝𝑛) = ∥𝑝𝑖+1 − 𝑡∥ ≤ 𝜀. But

then 𝑑(𝑠, 𝑝𝑖𝑝𝑖+1) ≤ ∥𝑠 − 𝑝𝑖 ∥ ≤ 𝜀 and 𝑑(𝑡 , 𝑝𝑖𝑝𝑖+1) ≤ ∥𝑡 − 𝑝𝑖+1∥ ≤ 𝜀.

By Lemma 5.4, we conclude that max𝑟∈𝑠𝑡 𝑑(𝑟, 𝑝𝑖𝑝𝑖+1) ≤ 𝜀. As

𝑠 ≼ 𝑞 ≺ 𝑡, we have 𝑞 ∈ 𝑠𝑡, so 𝑑(𝑞, 𝑝𝑖𝑝𝑖+1) ≤ 𝜀.

This covers all cases, so indeed for all 𝑞 ∈ 𝑝1𝑝𝑛 , min𝑝∈𝜋∥𝑝 − 𝑞∥ ≤ 𝜀, and

hence we conclude max𝑞∈𝑝1𝑝𝑛 min𝑝∈𝜋∥𝑝−𝑞∥ ≤ max𝑝∈𝜋 min𝑞∈𝑝1𝑝𝑛 ∥𝑝−𝑞∥.

We can derive

𝑑H(𝜋, 𝑝1𝑝𝑛) = max

{︂
max

𝑝∈𝜋
min

𝑞∈𝑝1𝑝𝑛
∥𝑝 − 𝑞∥ , max

𝑞∈𝑝1𝑝𝑛
min

𝑝∈𝜋
∥𝑝 − 𝑞∥

}︂
= max

𝑝∈𝜋
min

𝑞∈𝑝1𝑝𝑛
∥𝑝 − 𝑞∥

def

= max

𝑝∈𝜋
𝑑(𝑝, 𝑝1𝑝𝑛)

def

= max

𝑖∈[𝑛−1]
max

𝑝∈𝑝𝑖𝑝𝑖+1

𝑑(𝑝, 𝑝1𝑝𝑛)

{Lemma 5.4}

= max

𝑖∈[𝑛−1]
max

{︁
𝑑(𝑝𝑖 , 𝑝1𝑝𝑛), 𝑑(𝑝𝑖+1 , 𝑝1𝑝𝑛)

}︁
def

= max

𝑖∈[𝑛]
𝑑(𝑝𝑖 , 𝑝1𝑝𝑛) ,

as was to be shown. □

Indecisive points. We are now ready to generalise the setting to

include imprecision. We first show that the straightforward setting with

indecisive points permits an easy solution using Lemma 5.5.
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Lemma 5.6. Given 𝑛, 𝑘 ∈ ℕ, 𝑛 ≥ 3, for any indecisive curve 𝒰 =

⟨𝑈1 , . . . , 𝑈𝑛⟩ with 𝑈𝑖 = {𝑝1

𝑖
, . . . , 𝑝𝑘

𝑖
} for all 𝑖 ∈ [𝑛] and 𝑝 𝑗

𝑖
∈ ℝ2 for all

𝑖 ∈ [𝑛], 𝑗 ∈ [𝑘], and given some 𝑝1 ∈ 𝑈1 and 𝑝𝑛 ∈ 𝑈𝑛 , we have

max

𝜋⋐𝒰 ,𝜋(1)≡𝑝1 ,𝜋(𝑛)≡𝑝𝑛
𝑑H(𝜋, 𝑝1𝑝𝑛) = max

𝑖∈{2,...,𝑛−1}
max

𝑗∈[𝑘]
𝑑(𝑝 𝑗

𝑖
, 𝑝1𝑝𝑛) .

Proof. Assume the setting of the lemma statement. Derive

max

𝜋⋐𝒰 ,𝜋(1)≡𝑝1 ,𝜋(𝑛)≡𝑝𝑛
𝑑H(𝜋, 𝑝1𝑝𝑛)

{Lemma 5.5}

= max

𝜋⋐𝒰 ,𝜋(1)≡𝑝1 ,𝜋(𝑛)≡𝑝𝑛
max

𝑖∈[𝑛]
𝑑(𝜋(𝑖), 𝑝1𝑝𝑛)

{Def. ⋐, 𝑑(𝑝1 , 𝑝1𝑝𝑛) = 𝑑(𝑝𝑛 , 𝑝1𝑝𝑛) = 0}

= max

𝑖∈{2,...,𝑛−1}
max

𝑝∈𝑈𝑖

𝑑(𝑝, 𝑝1𝑝𝑛)

{Def. indecisive point}

= max

𝑖∈{2,...,𝑛−1}
max

𝑗∈[𝑘]
𝑑(𝑝 𝑗

𝑖
, 𝑝1𝑝𝑛) ,

as was to be shown. □

Note that this means that when the start and end realisations are

fixed, we can test that a shortcut is valid using the lemma above in time

𝒪(𝑛𝑘) for a shortcut of length 𝑛.

Disks. We proceed to present the way to test shortcuts for fixed

realisations of the first and the last points when the imprecision is

modelled using disks. In the next arguments the following well-known

form of a triangle inequality is useful.

Lemma 5.7. Given a metric space (𝑋, 𝑑) and a non-empty subset 𝑆 ⊂ 𝑋,
𝑆 ≠ ∅, for any 𝑥, 𝑦 ∈ 𝑋,

𝑑(𝑥, 𝑆) ≤ 𝑑(𝑥, 𝑦) + 𝑑(𝑦, 𝑆) .

Proof. Pick some 𝑧′ ∈ 𝑆 and 𝑥, 𝑦 ∈ 𝑋. By the triangle inequality,

𝑑(𝑥, 𝑧′) ≤ 𝑑(𝑥, 𝑦) + 𝑑(𝑦, 𝑧′), so

𝑑(𝑥, 𝑆) def

= inf

𝑧∈𝑆
𝑑(𝑥, 𝑧) ≤ 𝑑(𝑥, 𝑧′) ≤ 𝑑(𝑥, 𝑦) + 𝑑(𝑦, 𝑧′) ,
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and this holds for any choice of 𝑧′. Therefore, we conclude

𝑑(𝑥, 𝑆) ≤ 𝑑(𝑥, 𝑦) + inf

𝑧∈𝑆
𝑑(𝑦, 𝑧) def

= 𝑑(𝑥, 𝑦) + 𝑑(𝑦, 𝑆) . □

Corollary 5.8. For any 𝑝, 𝑞 ∈ ℝ2 and a line segment 𝑎𝑏 on 𝑎, 𝑏 ∈ ℝ2,

𝑑(𝑝, 𝑎𝑏) ≤ ∥𝑝 − 𝑞∥ + 𝑑(𝑞, 𝑎𝑏) .

We now state the result for disks.

Lemma 5.9. Given 𝑛 ∈ ℕ, 𝑛 ≥ 3, for any imprecise curve modelled with disks
𝒰 = ⟨𝑈1 , . . . , 𝑈𝑛⟩ with𝑈𝑖 = 𝐷(𝑐𝑖 , 𝑟𝑖) for all 𝑖 ∈ [𝑛] and 𝑐𝑖 ∈ ℝ2, 𝑟𝑖 ∈ ℝ≥0

for all 𝑖 ∈ [𝑛], and given some 𝑝1 ∈ 𝑈1 and 𝑝𝑛 ∈ 𝑈𝑛 , we have

max

𝜋⋐𝒰 ,𝜋(1)≡𝑝1 ,𝜋(𝑛)≡𝑝𝑛
𝑑H(𝜋, 𝑝1𝑝𝑛) = max

𝑖∈{2,...,𝑛−1}

(︁
𝑑(𝑐𝑖 , 𝑝1𝑝𝑛) + 𝑟𝑖

)︁
.

Proof. Assume the setting of the lemma. As before, we derive

max

𝜋⋐𝒰 ,𝜋(1)≡𝑝1 ,𝜋(𝑛)≡𝑝𝑛
𝑑H(𝜋, 𝑝1𝑝𝑛)

{Lemma 5.5}

= max

𝜋⋐𝒰 ,𝜋(1)≡𝑝1 ,𝜋(𝑛)≡𝑝𝑛
max

𝑖∈[𝑛]
𝑑(𝜋(𝑖), 𝑝1𝑝𝑛)

{Def. ⋐, 𝑑(𝑝1 , 𝑝1𝑝𝑛) = 𝑑(𝑝𝑛 , 𝑝1𝑝𝑛) = 0}

= max

𝑖∈{2,...,𝑛−1}
max

𝑝∈𝑈𝑖

𝑑(𝑝, 𝑝1𝑝𝑛) .

It remains to show that max𝑝∈𝑈𝑖
𝑑(𝑝, 𝑝1𝑝𝑛) = 𝑑(𝑐𝑖 , 𝑝1𝑝𝑛) + 𝑟𝑖 for any

𝑖 ∈ {2, . . . , 𝑛 − 1}.
Firstly, pick 𝑝′ ≔ arg max𝑝∈𝑈𝑖

𝑑(𝑝, 𝑝1𝑝𝑛). Note that by Corollary 5.8,

𝑑(𝑝′, 𝑝1𝑝𝑛) ≤ ∥𝑝′−𝑐𝑖 ∥+𝑑(𝑐𝑖 , 𝑝1𝑝𝑛). Furthermore, as 𝑝′ ∈ 𝑈𝑖 , by definition

of𝑈𝑖 , we have ∥𝑝′− 𝑐𝑖 ∥ ≤ 𝑟𝑖 . Thus, max𝑝∈𝑈𝑖
𝑑(𝑝, 𝑝1𝑝𝑛) ≤ 𝑑(𝑐𝑖 , 𝑝1𝑝𝑛)+ 𝑟𝑖 ,

and it remains to show the inequality in the other direction.

Now pick a point 𝑞′ ≔ arg min𝑞∈𝑝1𝑝𝑛
∥𝑞 − 𝑐𝑖 ∥, so that 𝑑(𝑐𝑖 , 𝑝1𝑝𝑛) =

∥𝑞′ − 𝑐𝑖 ∥. Draw the line through 𝑐𝑖 and 𝑞′ and pick the point 𝑝′ on that

line on the boundary of 𝑈𝑖 on the opposite side of 𝑞 w.r.t. 𝑐𝑖 . Clearly,

∥𝑝′ − 𝑐𝑖 ∥ = 𝑟𝑖 and 𝑞′ = arg min𝑞∈𝑝1𝑝𝑛
∥𝑞 − 𝑝′∥. Thus,

𝑑(𝑝′, 𝑝1𝑝𝑛) = ∥𝑝′ − 𝑞′∥ = ∥𝑞′ − 𝑐𝑖 ∥ + ∥𝑝′ − 𝑐𝑖 ∥ = 𝑑(𝑐𝑖 , 𝑝1𝑝𝑛) + 𝑟𝑖 .

Note that 𝑝′ ∈ 𝑈𝑖 , so we conclude max𝑝∈𝑈𝑖
𝑑(𝑝, 𝑝1𝑝𝑛) ≥ 𝑑(𝑐𝑖 , 𝑝1𝑝𝑛) + 𝑟𝑖 .

Hence, the statement of the lemma holds. □
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Once again, note that this lemma allows us to test a shortcut in a

straightforward manner, in time 𝒪(𝑛) for a shortcut of length 𝑛.

Polygonal closed convex sets (PCCSs). We show the following lemma.

Lemma 5.10. Given 𝑛, 𝑘 ∈ ℕ, 𝑛 ≥ 3, for any imprecise curve modelled with
PCCSs 𝒰 = ⟨𝑈1 , . . . , 𝑈𝑛⟩ with 𝑈𝑖 ⊂ ℝ2 and 𝑉(𝑈𝑖) = {𝑝1

𝑖
, . . . , 𝑝𝑘

𝑖
} for all

𝑖 ∈ [𝑛], and given some 𝑝1 ∈ 𝑈1 and 𝑝𝑛 ∈ 𝑈𝑛 , we have

max

𝜋⋐𝒰 ,𝜋(1)≡𝑝1 ,𝜋(𝑛)≡𝑝𝑛
𝑑H(𝜋, 𝑝1𝑝𝑛) = max

𝑖∈{2,...,𝑛−1}
max

𝑣∈𝑉(𝑈𝑖 )
𝑑(𝑣, 𝑝1𝑝𝑛) .

Proof. Assume the setting of the lemma. As before, derive

max

𝜋⋐𝒰 ,𝜋(1)≡𝑝1 ,𝜋(𝑛)≡𝑝𝑛
𝑑H(𝜋, 𝑝1𝑝𝑛)

{Lemma 5.5}

= max

𝜋⋐𝒰 ,𝜋(1)≡𝑝1 ,𝜋(𝑛)≡𝑝𝑛
max

𝑖∈[𝑛]
𝑑(𝜋(𝑖), 𝑝1𝑝𝑛)

{Def. ⋐, 𝑑(𝑝1 , 𝑝1𝑝𝑛) = 𝑑(𝑝𝑛 , 𝑝1𝑝𝑛) = 0}

= max

𝑖∈{2,...,𝑛−1}
max

𝑝∈𝑈𝑖

𝑑(𝑝, 𝑝1𝑝𝑛) .

To show that the claim holds, it remains to show that for any PCCS𝑈 and

a line segment 𝑎𝑏, it holds that max𝑝∈𝑈 𝑑(𝑝, 𝑎𝑏) = max𝑣∈𝑉(𝑈) 𝑑(𝑣, 𝑎𝑏).
Firstly, as𝑉(𝑈) ⊂ 𝑈 , immediately max𝑝∈𝑈 𝑑(𝑝, 𝑎𝑏) ≥ max𝑣∈𝑉(𝑈) 𝑑(𝑣, 𝑎𝑏).
Consider any 𝑝 ∈ 𝑈 . We show that there is some 𝑣 ∈ 𝑉(𝑈) such that

𝑑(𝑣, 𝑎𝑏) ≥ 𝑑(𝑝, 𝑎𝑏), completing the proof. We do a case distinction on 𝑝.

• 𝑝 ∈ 𝑉(𝑈). Then pick 𝑣 ≔ 𝑝, and we are done.

• 𝑝 ∉ 𝑉(𝑈), but 𝑝 is on the boundary of 𝑈 . Consider the vertices

𝑣, 𝑤 ∈ 𝑉(𝑈) with 𝑝 ∈ 𝑣𝑤. Using Lemma 5.4, we note

max

𝑞∈𝑣𝑤
𝑑(𝑞, 𝑎𝑏) = max

{︁
𝑑(𝑣, 𝑎𝑏), 𝑑(𝑤, 𝑎𝑏)

}︁
.

W.l.o.g. suppose 𝑑(𝑣, 𝑎𝑏) ≥ 𝑑(𝑤, 𝑎𝑏). Then for 𝑣, indeed we have

𝑑(𝑣, 𝑎𝑏) ≥ 𝑑(𝑝, 𝑎𝑏).
• 𝑝 is in the interior of 𝑈 (cannot occur for line segments). Find

the point 𝑞′ ≔ arg min𝑞∈𝑎𝑏 ∥𝑝 − 𝑞∥, so 𝑑(𝑝, 𝑎𝑏) = ∥𝑝 − 𝑞′∥. Draw

the line through 𝑝 and 𝑞′; let 𝑝′ be the point on that line on
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Algorithm 5.1. Testing a shortcut on a precise curve with the Fréchet distance.

1 ▷ Input constraint: 𝜋 = ⟨𝑝1 , . . . , 𝑝𝑛⟩, 𝑛 ∈ ℕ, ∀𝑖 ∈ [𝑛] : 𝑝𝑖 ∈ ℝ2
, 𝜀 ∈ ℝ+

2 function CheckFréchetPrecise(𝜋, 𝑛, 𝜀)
3 𝑠1 ≔ 1

4 for all 𝑖 ∈ {2, . . . , 𝑛 − 1} do
5 𝑆𝑖 ≔ {𝑡 ∈ [𝑠𝑖−1 , 2] | ∥𝑝𝑖 − 𝑝1𝑝𝑛(𝑡)∥ ≤ 𝜀}
6 if 𝑆𝑖 = ∅ then
7 return False

8 𝑠𝑖 ≔ min 𝑆𝑖
9 return True

the boundary of 𝑈 on the opposite side of 𝑞′ w.r.t. 𝑝. Clearly,

𝑞′ = arg min𝑞∈𝑎𝑏 ∥𝑝′ − 𝑞∥, so 𝑑(𝑝′, 𝑎𝑏) > 𝑑(𝑝, 𝑎𝑏). Then we can find

a vertex 𝑣 ∈ 𝑉(𝑈) as in the previous cases, yielding 𝑑(𝑣, 𝑎𝑏) ≥
𝑑(𝑝′, 𝑎𝑏) > 𝑑(𝑝, 𝑎𝑏).

This covers all the cases, so the statement holds. □

As before, this lemma gives us a simple way to test the shortcut

with fixed realisations of the first and the last points in time 𝒪(𝑛𝑘) for a

shortcut of length 𝑛 and PCCSs with 𝑘 vertices.

5.2.2 Fréchet Distance

We now turn our attention to the Fréchet distance. In this section, we

do not show results for the Fréchet distance in the precise setting. For

extra intuition, see Algorithm 5.1, which follows from a well-known

fact shown e.g. by Guibas et al. [132, Lemma 8]; it can also be seen as

specialisation of the indecisive case to 𝑘 = 1 or of the disk case to 𝑟 = 0.

Indecisive points. The idea is that in the precise case we can always

align greedily as we move along the line segment. In this case, we also

need to find the realisation for each indecisive point that makes for the

‘worst’ greedy choice.

Lemma 5.11. Given 𝑛, 𝑘 ∈ ℕ and 𝜀 ∈ ℝ+, for any indecisive curve 𝒰 =

⟨𝑈1 , . . . , 𝑈𝑛⟩ with 𝑈𝑖 = {𝑝1

𝑖
, . . . , 𝑝𝑘

𝑖
} for all 𝑖 ∈ [𝑛] and 𝑝 𝑗

𝑖
∈ ℝ2 for all

𝑖 ∈ [𝑛], 𝑗 ∈ [𝑘], and given some 𝑝1 ∈ 𝑈1 and 𝑝𝑛 ∈ 𝑈𝑛 , we have, using
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Algorithm 5.2,

max

𝜋⋐𝒰 ,𝜋(1)≡𝑝1 ,𝜋(𝑛)≡𝑝𝑛
𝑑F(𝜋, 𝑝1𝑝𝑛) ≤ 𝜀

if and only if
CheckFréchetInd(𝒰 , 𝑝1 , 𝑝𝑛 , 𝑛, 𝑘, 𝜀) = True .

Proof. First, assume that max𝜋⋐𝒰 ,𝜋(1)≡𝑝1 ,𝜋(𝑛)≡𝑝𝑛 𝑑F(𝜋, 𝑝1𝑝𝑛) ≤ 𝜀. In the

algorithm, we compute some set 𝑆
𝑗

𝑖
for each 𝑝

𝑗

𝑖
and then pick one value

from it and add it to 𝑇𝑖 ; from 𝑇𝑖 we then pick a single value as 𝑠𝑖 . So,

𝑠𝑖 ∈ 𝑆 𝑗𝑖 for some 𝑗𝑖 ∈ [𝑘], on every iteration 𝑖 ∈ {2, . . . , 𝑛 − 1}. Consider

a realisation 𝜋 ⋐ 𝒰 with 𝜋(1) ≡ 𝑝1, 𝜋(𝑛) ≡ 𝑝𝑛 , and 𝜋(𝑖) ≡ 𝑝
𝑗𝑖
𝑖

for

every 𝑖 ∈ {2, . . . , 𝑛 − 1}, where 𝑗𝑖 is chosen as the value corresponding

to 𝑠𝑖 . Then we know 𝑑F(𝜋, 𝑝1𝑝𝑛) ≤ 𝜀. So, there is an alignment

that can be given as a sequence of 𝑛 positions, 𝑡𝑖 ∈ [1, 2], such that

∥𝜋(𝑖) − 𝑝1𝑝𝑛(𝑡𝑖)∥ ≤ 𝜀 and 𝑡𝑖 ≤ 𝑡𝑖+1 for all 𝑖. The alignment is established

by interpolating between the consecutive points on the curves, as

discussed in Chapter 2.

We now show by induction that 𝑠𝑖 ≤ 𝑡𝑖 for all 𝑖. For 𝑖 = 2, we

get, for the chosen 𝑗2, 𝑠2 ≔ min{𝑡 ∈ [1, 2] | ∥𝑝 𝑗2
2
− 𝑝1𝑝𝑛(𝑡)∥ ≤ 𝜀}.

As we have 𝑡2 ∈ {𝑡 ∈ [1, 2] | ∥𝑝 𝑗𝑖
2
− 𝑝1𝑝𝑛(𝑡)∥ ≤ 𝜀}, we get 𝑠2 ≤ 𝑡2.

Now assume the statement holds for some 𝑖, then for 𝑖 + 1, we get

𝑠𝑖+1 ≔ min{𝑡 ∈ [𝑠𝑖 , 2] | ∥𝑝 𝑗𝑖+1

𝑖+1
− 𝑝1𝑝𝑛(𝑡)∥ ≤ 𝜀}; we can rephrase this so

that

𝑠𝑖+1

def

= min

(︁
{𝑡 ∈ [1, 2] | ∥𝑝 𝑗𝑖+1

𝑖+1
− 𝑝1𝑝𝑛(𝑡)∥ ≤ 𝜀} ∩ [𝑠𝑖 , 2]

)︁
.

So, there are two options.

• 𝑠𝑖+1 = 𝑠𝑖 . Then we know 𝑠𝑖+1 = 𝑠𝑖 ≤ 𝑡𝑖 ≤ 𝑡𝑖+1.

• 𝑠𝑖+1 > 𝑠𝑖 . Then we can use the same argument as for 𝑖 = 2 to find

that 𝑠𝑖+1 ≤ 𝑡𝑖+1.

Now we know that for every 𝑖, 𝑡𝑖 ∈ 𝑆 𝑗𝑖𝑖 for the choice of 𝑗𝑖 described

above. Therefore, for any 𝑝
𝑗𝑖+1

𝑖+1
, there is always a realisation prefix such

that any valid alignment has 𝑡𝑖+1 ≥ 𝑠𝑖 ; as we know that there is a valid

alignment for every realisation, we conclude that every 𝑆
𝑗

𝑖
is non-empty.

Thus, the algorithm returns True.

Now assume that the algorithm returns True. Consider any realisa-

tion 𝜋 ⋐ 𝒰 . We claim that there is a valid alignment, described with a
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Algorithm 5.2. Testing a shortcut on an indecisive curve with the Fréchet

distance.

1 ▷ Input constraint: 𝒰 = ⟨𝑈1 , . . . , 𝑈𝑛⟩, 𝑛, 𝑘 ∈ ℕ, ∀𝑖 ∈ [𝑛] : 𝑈𝑖 = {𝑝1

𝑖
, . . . , 𝑝𝑘

𝑖
},

∀𝑖 ∈ [𝑛], 𝑗 ∈ [𝑘] : 𝑝
𝑗

𝑖
∈ ℝ2

, 𝜀 ∈ ℝ+
, 𝑝1 ∈ 𝑈1, 𝑝𝑛 ∈ 𝑈𝑛

2 function CheckFréchetInd(𝒰 , 𝑝1 , 𝑝𝑛 , 𝑛, 𝑘, 𝜀)
3 𝑠1 ≔ 1

4 for all 𝑖 ∈ {2, . . . , 𝑛 − 1} do
5 𝑇𝑖 ≔ ∅
6 for all 𝑗 ∈ [𝑘] do
7 𝑆

𝑗

𝑖
≔ {𝑡 ∈ [𝑠𝑖−1 , 2] | ∥𝑝

𝑗

𝑖
− 𝑝1𝑝𝑛(𝑡)∥ ≤ 𝜀}

8 if 𝑆 𝑗
𝑖
= ∅ then

9 return False

10 𝑇𝑖 ≔ 𝑇𝑖 ∪ min 𝑆
𝑗

𝑖
11 𝑠𝑖 ≔ max𝑇𝑖
12 return True

sequence of 𝑡𝑖 ∈ [1, 2] for 𝑖 ∈ {2, . . . , 𝑛 − 1}, such that 𝑠𝑖−1 ≤ 𝑡𝑖 ≤ 𝑠𝑖 and

∥𝑝1𝑝𝑛(𝑡𝑖) − 𝜋(𝑖)∥ ≤ 𝜀. Denote realisation 𝜋
def

= ⟨𝑝1 , 𝑝
𝑗2
2
, 𝑝

𝑗3
3
, . . . , 𝑝

𝑗𝑛−1

𝑛−1
, 𝑝𝑛⟩,

so the sequence ⟨𝑗2 , . . . , 𝑗𝑛−1⟩ describes the choices of the realisation.

Consider the set 𝑆
𝑗𝑖
𝑖

for any 𝑖 ∈ {2, . . . , 𝑛 − 1}. We know that it is

non-empty, otherwise the algorithm would have returned False. We

claim that we can pick 𝑡𝑖 = min 𝑆
𝑗𝑖
𝑖

for every 𝑖. By definition, 𝑆
𝑗𝑖
𝑖
⊆ [1, 2]

and ∥𝑝1𝑝𝑛(𝑡𝑖) − 𝜋(𝑖)∥ ≤ 𝜀. We also trivially get that 𝑠𝑖−1 ≤ 𝑡𝑖 . Finally,

note that 𝑡𝑖 ∈ 𝑇𝑖 , and 𝑠𝑖 ≔ max𝑇𝑖 , so 𝑡𝑖 ≤ 𝑠𝑖 .

This argument shows that 𝑡𝑖 ≤ 𝑡𝑖+1 for every 𝑖, and ∥𝑝1𝑝𝑛(𝑡𝑖)−𝜋(𝑖)∥ ≤
𝜀. Thus, 𝑑F(𝜋, 𝑝1𝑝𝑛) ≤ 𝜀. As it holds for any realisation with 𝜋(1) ≡ 𝑝1

and 𝜋(𝑛) ≡ 𝑝𝑛 , we conclude max𝜋⋐𝒰 ,𝜋(1)≡𝑝1 ,𝜋(𝑛)≡𝑝𝑛 𝑑F(𝜋, 𝑝1𝑝𝑛) ≤ 𝜀. □

Disks. To show the generalisation to disks, it is helpful to reframe the

problem as that of disk stabbing for appropriate disks. We demonstrate

some useful facts first.

Lemma 5.12. Given a disk 𝐷1 ≔ 𝐷(𝑐, 𝑟) with 𝑐 ∈ ℝ2, 𝑟 ∈ ℝ+, a threshold
𝜀 ∈ ℝ+, and a point 𝑝 ∈ ℝ2, define 𝐷2 ≔ 𝐷(𝑐, 𝜀 − 𝑟). We have

max

𝑝′∈𝐷1

∥𝑝 − 𝑝′∥ ≤ 𝜀 ⇐⇒ 𝑝 ∈ 𝐷2 .
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Proof. First, assume 𝑝 ∈ 𝐷2

def

= {𝑠 ∈ ℝ2 | ∥𝑠 − 𝑐∥ ≤ 𝜀 − 𝑟}; thus,

we know ∥𝑝 − 𝑐∥ ≤ 𝜀 − 𝑟. Take 𝑞 ≔ arg max𝑝′∈𝐷1

∥𝑝 − 𝑝′∥. Then

𝑞 ∈ 𝐷1

def

= {𝑠 ∈ ℝ2 | ∥𝑠 − 𝑐∥ ≤ 𝑟}, so ∥𝑞 − 𝑐∥ ≤ 𝑟. Then by the triangle

inequality,

∥𝑝 − 𝑞∥ ≤ ∥𝑝 − 𝑐∥ + ∥𝑞 − 𝑐∥ ≤ 𝜀 − 𝑟 + 𝑟 = 𝜀 .

Now assume that 𝑝 ∉ 𝐷2

def

= {𝑠 ∈ ℝ2 | ∥𝑠 − 𝑐∥ ≤ 𝜀 − 𝑟}. Then

∥𝑝 − 𝑐∥ > 𝜀− 𝑟. Consider a point 𝑞 on the line 𝑝𝑐 on the boundary of 𝐷1,

so that 𝑐 is between 𝑝 and 𝑞 on the line. Note that 𝑞 ∈ 𝐷1, so

max

𝑝′∈𝐷1

∥𝑝 − 𝑝′∥ ≥ ∥𝑝 − 𝑞∥ = ∥𝑝 − 𝑐∥ + ∥𝑞 − 𝑐∥ > 𝜀 − 𝑟 + 𝑟 = 𝜀 ,

completing the proof. □

We can now generalise the previous statement to talk about distance

to line segments.

Lemma 5.13. Given a disk 𝐷1 ≔ 𝐷(𝑐, 𝑟) with 𝑐 ∈ ℝ2, 𝑟 ∈ ℝ+, a threshold
𝜀 ∈ ℝ+, and a line segment 𝑝𝑞 with 𝑝, 𝑞 ∈ ℝ2, define 𝐷2 ≔ 𝐷(𝑐, 𝜀 − 𝑟). We
have

max

𝑝′∈𝐷1

𝑑(𝑝′, 𝑝𝑞) ≤ 𝜀 ⇐⇒ 𝑝𝑞 ∩ 𝐷2 ≠ ∅ .

Proof. First, assume 𝑝𝑞 ∩ 𝐷2 ≠ ∅. Take 𝑡 ∈ 𝑝𝑞 ∩ 𝐷2. Consider an

arbitrary point 𝑠 ∈ 𝐷1. By Lemma 5.12, we know that ∥𝑡 − 𝑠∥ ≤ 𝜀; so

also 𝑑(𝑠, 𝑝𝑞) def

= min𝑞′∈𝑝𝑞 ∥𝑞′− 𝑠∥ ≤ ∥𝑡− 𝑠∥ ≤ 𝜀. As this holds for arbitrary

𝑠 ∈ 𝐷1, we conclude max𝑝′∈𝐷1
min𝑞′∈𝑝𝑞 ∥𝑝′ − 𝑞′∥ ≤ 𝜀.

Now assume that max𝑝′∈𝐷1
𝑑(𝑝′, 𝑝𝑞) ≤ 𝜀. In disks, it is easy to see

that the furthest point of a disk from a line segment is positioned in a

way that the centre of the disk is on the line through the point of the disk

and the closest point of the line segment, so in our case 𝑐 ∈ 𝑠𝑡, where

𝑠 ≔ arg max𝑝′∈𝐷1

min𝑞′∈𝑝𝑞 ∥𝑝′ − 𝑞′∥ and 𝑡 ≔ arg min𝑞′∈𝑝𝑞 ∥𝑠 − 𝑞′∥. Then

∥𝑡− 𝑐∥ = ∥𝑡− 𝑠∥ − ∥𝑠− 𝑐∥ ≤ 𝜀− 𝑟, so indeed 𝑡 ∈ 𝐷2, and 𝑝𝑞∩𝐷2 ≠ ∅. □

Lemma 5.14. Given 𝑛 ∈ ℕ and 𝜀 ∈ ℝ+, for any imprecise curve modelled
with disks 𝒰 = ⟨𝑈1 , . . . , 𝑈𝑛⟩ with𝑈𝑖 = 𝐷(𝑐𝑖 , 𝑟𝑖) for all 𝑖 ∈ [𝑛] and 𝑐𝑖 ∈ ℝ2,
𝑟𝑖 ∈ ℝ+ for all 𝑖 ∈ [𝑛], and given some 𝑝1 ∈ 𝑈1 and 𝑝𝑛 ∈ 𝑈𝑛 , we have, using
Algorithm 5.3,

max

𝜋⋐𝒰 ,𝜋(1)≡𝑝1 ,𝜋(𝑛)≡𝑝𝑛
𝑑F(𝜋, 𝑝1𝑝𝑛) ≤ 𝜀
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Algorithm 5.3. Testing a shortcut on an imprecise curve modelled with disks

with the Fréchet distance.

1 ▷ Input constraint: 𝒰 = ⟨𝑈1 , . . . , 𝑈𝑛⟩, 𝑛 ∈ ℕ, 𝜀 ∈ ℝ+
, ∀𝑖 ∈ [𝑛] : 𝑈𝑖 = 𝐷(𝑐𝑖 , 𝑟𝑖),

∀𝑖 ∈ [𝑛] : 𝑐𝑖 ∈ ℝ2 , 𝑟𝑖 ∈ ℝ+
, 𝑝1 ∈ 𝑈1, 𝑝𝑛 ∈ 𝑈𝑛

2 function CheckFréchetDisks(𝒰 , 𝑝1 , 𝑝𝑛 , 𝑛, 𝜀)
3 𝑠1 ≔ 1

4 for all 𝑖 ∈ {2, . . . , 𝑛 − 1} do
5 𝑆𝑖 ≔ {𝑡 ∈ [𝑠𝑖−1 , 2] | ∥𝑐𝑖 − 𝑝1𝑝𝑛(𝑡)∥ ≤ 𝜀 − 𝑟𝑖}
6 if 𝑆𝑖 = ∅ then
7 return False

8 𝑠𝑖 ≔ min 𝑆𝑖
9 return True

if and only if
CheckFréchetDisks(𝒰 , 𝑝1 , 𝑝𝑛 , 𝑛, 𝜀) = True .

Proof. It is convenient to use Lemma 5.13 to change the problem:

rather than establishing an alignment that comes in the correct or-

der and satisfies the distance constraints, we can do disk stabbing

and pick the stabbing points in the correct order. Therefore, we have

max𝜋⋐𝒰 ,𝜋(1)≡𝑝1 ,𝜋(𝑛)≡𝑝𝑛 𝑑F(𝜋, 𝑝1𝑝𝑛) ≤ 𝜀 if and only if there exists a se-

quence of points 𝑝′
𝑖
∈ 𝑝1𝑝𝑛 ∩ 𝐷(𝑐𝑖 , 𝜀 − 𝑟𝑖) for all 𝑖 ∈ {2, . . . , 𝑛 − 1} such

that 𝑝′
𝑖
≼ 𝑝′

𝑖+1
along 𝑝1𝑝𝑛 for all 𝑖 ∈ {2, . . . , 𝑛 − 2}. It remains to show

that this is exactly what Algorithm 5.3 computes.

Assume the algorithm returns True. We claim that in this case, the

alignment obtained by 𝑝′
𝑖
≔ 𝑝1𝑝𝑛(𝑠𝑖) satisfies the conditions. First, by

definition, 𝑠𝑖 ∈ 𝑆𝑖
def

= {𝑡 ∈ [𝑠𝑖−1 , 2] | ∥𝑐𝑖 − 𝑝1𝑝𝑛(𝑡)∥ ≤ 𝜀 − 𝑟𝑖}, so we have

∥𝑐𝑖 − 𝑝′𝑖 ∥ ≤ 𝜀 − 𝑟𝑖 , so indeed 𝑝′
𝑖
∈ 𝑝1𝑝𝑛 ∩ 𝐷(𝑐𝑖 , 𝜀 − 𝑟𝑖). Furthermore, by

construction, 𝑠𝑖 ∈ [𝑠𝑖−1 , 2], so 𝑠𝑖−1 ≤ 𝑠𝑖 , and hence 𝑝′
𝑖−1

≼ 𝑝′
𝑖
.

Now assume that the conditions hold, so there is some valid align-

ment, represented by a sequence of points 𝑝′
𝑖
. We claim that for all

𝑖 ∈ {2, . . . , 𝑛 − 1}, we have 𝑝1𝑝𝑛(𝑠𝑖) ≼ 𝑝′
𝑖
. For 𝑖 = 2, this clearly holds, as

𝑝1𝑝𝑛(𝑠2) is the first point that falls into 𝑝1𝑝𝑛 ∩𝐷(𝑐2 , 𝜀− 𝑟2). Now assume

this holds for some 𝑖, and we will show that it holds for iteration 𝑖 + 1.

On iteration 𝑖 + 1, there are two possibilities:

• 𝑠𝑖 > 𝑠𝑖−1; then we are in the same situation as for 𝑖 = 2, so

𝑝1𝑝𝑛(𝑠𝑖) ≼ 𝑝′
𝑖
.
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𝑝 𝑞𝑥′

𝑢

𝑣

𝑥

𝑡

𝑦′𝜀

Figure 5.3. Illustration for the computation in Lemma 5.15.

• 𝑠𝑖 = 𝑠𝑖−1; then we immediately get the same result, as also 𝑝′
𝑖
≼ 𝑝′

𝑖+1
.

Therefore, we can conclude that the algorithm finds an alignment if

one exists, as all 𝑡𝑖 such that 𝑝1𝑝𝑛(𝑡𝑖) ≡ 𝑝′
𝑖

fall inside 𝑆𝑖 , so all 𝑆𝑖 are

non-empty, and the algorithm returns True. □

Polygonal closed convex sets.

Lemma 5.15. Given 𝑛, 𝑘 ∈ ℕ and 𝜀 ∈ ℝ+, for any imprecise curve modelled
with PCCSs 𝒰 = ⟨𝑈1 , . . . , 𝑈𝑛⟩ with 𝑈𝑖 ⊂ ℝ2 and 𝑉(𝑈𝑖) = {𝑝1

𝑖
, . . . , 𝑝𝑘

𝑖
}

for all 𝑖 ∈ [𝑛], and given some 𝑝1 ∈ 𝑈1 and 𝑝𝑛 ∈ 𝑈𝑛 , we have, using
Algorithm 5.4,

max

𝜋⋐𝒰 ,𝜋(1)≡𝑝1 ,𝜋(𝑛)≡𝑝𝑛
𝑑F(𝜋, 𝑝1𝑝𝑛) ≤ 𝜀

if and only if
CheckFréchetPCCS(𝒰 , 𝑝1 , 𝑝𝑛 , 𝑛, 𝑘, 𝜀) = True .

Proof. As we have shown in Lemma 5.10, it suffices to test the vertices

of a PCCS to establish that the distance from every point to the line

segment is below the threshold. It remains to show that the extreme

alignment (in terms of ordering) for the Fréchet distance is also achieved

at a vertex. This case then becomes identical to the indecisive points

case, so we can use Lemma 5.11 to show correctness.

Consider an arbitrary point 𝑡 ∈ 𝑈𝑖 and let 𝑠 be the earliest point in

the 𝜀-disk around 𝑡 that is on 𝑝𝑞. Clearly, if 𝑡 is in the interior of 𝑈𝑖 ,

then we can take any 𝑡′ on the line through 𝑡 parallel to 𝑝𝑞 and get

the corresponding 𝑠′ with 𝑠 ≺ 𝑠′. So, assume 𝑡 is on the boundary

of𝑈𝑖 . Suppose that 𝑡 ∈ 𝑢𝑣 with 𝑢, 𝑣 ∈ 𝑉(𝑈𝑖). Rotate and translate the

coordinate plane so that 𝑝𝑞 lies on the 𝑥-axis. Derive the equation for

the line containing 𝑢𝑣, say, 𝑦′ = 𝑘𝑥′ + 𝑏. First consider 𝑘 = 0, so the line

containing 𝑢𝑣 is parallel to the line containing 𝑝𝑞. In this case, clearly,
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Algorithm 5.4. Testing a shortcut on an imprecise curve modelled with PCCSs

with the Fréchet distance.

1 ▷ Input constraint: 𝒰 = ⟨𝑈1 , . . . , 𝑈𝑛⟩, 𝑛, 𝑘 ∈ ℕ, ∀𝑖 ∈ [𝑛], 𝑗 ∈ [𝑘] : 𝑝
𝑗

𝑖
∈ ℝ2

,

∀𝑖 ∈ [𝑛] : 𝑈𝑖 is a PCCS, 𝑉(𝑈𝑖) = {𝑝1

𝑖
, . . . , 𝑝𝑘

𝑖
}, 𝜀 ∈ ℝ+

, 𝑝1 ∈ 𝑈1, 𝑝𝑛 ∈ 𝑈𝑛
2 function CheckFréchetPCCS(𝒰 , 𝑝1 , 𝑝𝑛 , 𝑛, 𝑘, 𝜀)
3 𝑠1 ≔ 1

4 for all 𝑖 ∈ {2, . . . , 𝑛 − 1} do
5 𝑇𝑖 ≔ ∅
6 for all 𝑗 ∈ [𝑘] do
7 𝑆

𝑗

𝑖
≔ {𝑡 ∈ [𝑠𝑖−1 , 2] | ∥𝑝

𝑗

𝑖
− 𝑝1𝑝𝑛(𝑡)∥ ≤ 𝜀}

8 if 𝑆 𝑗
𝑖
= ∅ then

9 return False

10 𝑇𝑖 ≔ 𝑇𝑖 ∪ min 𝑆
𝑗

𝑖
11 𝑠𝑖 ≔ max𝑇𝑖
12 return True

moving along 𝑢𝑣 in the direction coinciding with the direction from

𝑝 to 𝑞 increases the 𝑥-coordinate of point of interest, so moving to a

vertex is optimal. Now assume 𝑘 > 0. If 𝑘 < 0, reflect the coordinate

plane about 𝑦 = 0. Geometrically, it is easy to see (Figure 5.3) that the

coordinate of interest can be expressed as

𝑥 = 𝑥′ −
√︂
𝜀2 − 𝑦′2 =

𝑦′ − 𝑏
𝑘

−
√︂
𝜀2 − 𝑦′2 .

We want to maximise 𝑥 by picking the appropriate 𝑦′. We take the

derivative:

d𝑥

d𝑦′
=

1

𝑘
+

𝑦′√︁
𝜀2 − 𝑦′2

.

We can equate it to 0 to find the critical point of the function. Simplifying,

we find

𝑦′
0
= − 𝜀√

𝑘2 + 1

.

We can check that for 𝑦′ < 𝑦′
0
, the value of the derivative is negative,

and for 𝑦′ > 𝑦′
0

it is positive, so at 𝑦′ = 𝑦′
0

we achieve a local minimum.

There are no other critical points. Therefore, to maximise 𝑥, we want to

move as far as possible in either direction, away from the local minimum.
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Since we are limited to the line segment 𝑢𝑣, the maximum is clearly

achieved at one of the segment endpoints. □

5.3 Shortcut Testing: All Points

In the previous section, we have covered testing a shortcut, given that

the first and the last points are fixed. Here we remove that restriction.

Problem 5.16. Given an uncertain curve 𝒰 = ⟨𝑈1 , . . . , 𝑈𝑛⟩ on 𝑛 ∈ ℕ,

𝑛 ≥ 3 uncertain points in ℝ2
, check if the largest Hausdorff or Fréchet

distance between 𝒰 and its one-segment simplification is below a

threshold 𝜀 ∈ ℝ+
for any realisation, i.e. for 𝛿 ≔ 𝑑H or 𝛿 ≔ 𝑑F, verify

max𝜋⋐𝒰 𝛿(𝜋, 𝑝1𝑝𝑛) ≤ 𝜀.

We first show how this can be done for indecisive points, both

for 𝛿 ≔ 𝑑H and 𝛿 ≔ 𝑑F. We can simply test the shortcut using the

corresponding procedure from Lemma 5.6 or Lemma 5.11, and do so

for each combination of the start and the end points. We can then test

an indecisive shortcut of length 𝑛 overall in time 𝒪(𝑘2 · 𝑛𝑘) = 𝒪(𝑛𝑘3).

Lemma 5.17. Given 𝑛, 𝑘 ∈ ℕ, 𝑛 ≥ 3, and 𝛿 ≔ 𝑑H or 𝛿 ≔ 𝑑F, for any
indecisive curve 𝒰 = ⟨𝑈1 , . . . , 𝑈𝑛⟩ with 𝑈𝑖 = {𝑝1

𝑖
, . . . , 𝑝𝑘

𝑖
} for all 𝑖 ∈ [𝑛]

and 𝑝 𝑗
𝑖
∈ ℝ2 for all 𝑖 ∈ [𝑛], 𝑗 ∈ [𝑘], we have

max

𝜋⋐𝒰
𝛿(𝜋, ⟨𝜋(1),𝜋(𝑛)⟩) = max

𝑎∈[𝑘]
max

𝑏∈[𝑘]
max

𝜎⋐𝒰 ,𝜎(1)≡𝑝𝑎
1
,𝜎(𝑛)≡𝑝𝑏𝑛

𝛿(𝜎, 𝑝𝑎
1
𝑝𝑏𝑛) .

Proof. We can derive

max

𝜋⋐𝒰
𝛿(𝜋, ⟨𝜋(1),𝜋(𝑛)⟩)

{Def. ⋐}

= max

𝑝1∈𝑈1 ,...,𝑝𝑛∈𝑈𝑛

𝛿(⟨𝑝1 , . . . , 𝑝𝑛⟩, 𝑝1𝑝𝑛)

= max

𝑝1∈𝑈1

max

𝑝𝑛∈𝑈𝑛

max

𝑝2∈𝑈2 ,...,𝑝𝑛−1∈𝑈𝑛−1

𝛿(⟨𝑝1 , . . . , 𝑝𝑛⟩, 𝑝1𝑝𝑛)

{Def. ⋐}

= max

𝑝1∈𝑈1

max

𝑝𝑛∈𝑈𝑛

max

𝜎⋐𝒰 ,𝜎(1)≡𝑝1 ,𝜎(𝑛)≡𝑝𝑛
𝛿(𝜎, 𝑝1𝑝𝑛)

= max

𝑎∈[𝑘]
max

𝑏∈[𝑘]
max

𝜎⋐𝒰 ,𝜎(1)≡𝑝𝑎
1
,𝜎(𝑛)≡𝑝𝑏𝑛

𝛿(𝜎, 𝑝𝑎
1
𝑝𝑏𝑛) ,
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as was to be shown. □

We now proceed to show the approach for disks and polygonal

closed convex sets. The procedure is the same for the Hausdorff and

the Fréchet distance, but differs between disks and PCCSs, since disks

have some convenient special properties.

5.3.1 Disks

We start by stating some useful observations.

Observation 5.18. Suppose we are given two non-degenerate disks 𝐷1 ≔

𝐷(𝑝1 , 𝑟1) and 𝐷2 ≔ 𝐷(𝑝2 , 𝑟2) with 𝐷1 ⊈ 𝐷2 and 𝐷2 ⊈ 𝐷1. We make the
following observations. (See Figure 5.4.)

• There are exactly two outer tangents to the disks, and the convex hull
of 𝐷1 ∪ 𝐷2 consists of an arc from 𝐷1, an arc from 𝐷2, and the outer
tangents.

• Assume the lines of the outer tangents intersect. When viewed from
the intersection point, the order in which the tangents touch the disks is
the same, i.e. either both first touch 𝐷1 and then 𝐷2, or the other way
around. If the lines are parallel, the same statement holds when viewed
from points on the tangent lines at infinity.

To see that the second observation is true, note that the distance

from the intersection point to the tangent points of a disk is the same

for both tangent lines. These observations mean that we can restrict

our attention to the area bounded by the outer tangents and define an

ordering in the resulting strip.

Definition 5.19. Given two distinct non-degenerate disks𝐷1 ≔ 𝐷(𝑝1 , 𝑟1)
and 𝐷2 ≔ 𝐷(𝑝2 , 𝑟2), consider a strip defined by the lines that form the

outer tangents to the disks. Assume we have two circular arcs 𝑂1 , 𝑂2

that intersect both tangents and lie inside the strip. Define 𝑠1 and 𝑣1 to

be the points where one of the tangents touches 𝐷1 and 𝐷2, respectively,

and let 𝑡1 and 𝑢1 be the points where 𝑂1 and 𝑂2 intersect that tangent,

respectively. Define the order on the tangents from 𝐷1 to 𝐷2, so 𝑠1 ≺ 𝑣1.

Define points 𝑠2, 𝑡2, 𝑢2, 𝑣2 similarly for the other tangent. We say that 𝑂2

is to the right of 𝑂1 if either 𝑡𝑖 = 𝑢𝑖 for 𝑖 ∈ {1, 2} and the radius of 𝑂1 is

larger than that of𝑂2; or if otherwise 𝑡𝑖 ≼ 𝑢𝑖 for 𝑖 ∈ {1, 2} and𝑂1 and𝑂2
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𝑝1 𝑝2
𝑝1 𝑝2

𝑠1
𝑣1

𝑠2

𝑣2

𝑡1𝑢1

𝑡2𝑢2

Figure 5.4. Left: Illustration for Observation 5.18. The convex hull of the disks

is highlighted in black. The order in which the outer tangents touch the disks

is the same. Right: Illustration for Definition 5.19. Here 𝑂1 (𝑡1 to 𝑡2) is to the

right of 𝑂2 (𝑢1 to 𝑢2).

do not properly intersect. We say that 𝑂2 is to the left of 𝑂1 if either

𝑡𝑖 = 𝑢𝑖 for 𝑖 ∈ {1, 2} and the radius of 𝑂1 is smaller than that of 𝑂2; or if

otherwise 𝑢𝑖 ≼ 𝑡𝑖 for 𝑖 ∈ {1, 2} and 𝑂1 and 𝑂2 do not properly intersect.

(See Figure 5.4 for a visual interpretation.)

We are now ready to state the main result for the Hausdorff distance.

Lemma 5.20. Given 𝑛 ∈ ℕ, 𝑛 ≥ 3, for any imprecise curve modelled with
disks 𝒰 = ⟨𝑈1 , . . . , 𝑈𝑛⟩ with 𝑈𝑖 = 𝐷(𝑐𝑖 , 𝑟𝑖) for all 𝑖 ∈ [𝑛] and 𝑐𝑖 ∈ ℝ2,
𝑟𝑖 ∈ ℝ+ for all 𝑖 ∈ [𝑛], and assuming𝑈1 ≠ 𝑈𝑛 , we have

max

𝜋⋐𝒰
𝑑H(𝜋, ⟨𝜋(1),𝜋(𝑛)⟩) ≤ 𝜀

if and only if both of the following are true:

• max

{︂
max

𝜋⋐𝒰 ,𝜋(1)≡𝑠,𝜋(𝑛)≡𝑡
𝑑H(𝜋, 𝑠𝑡), max

𝜋⋐𝒰 ,𝜋(1)≡𝑢,𝜋(𝑛)≡𝑣
𝑑H(𝜋, 𝑢𝑣)

}︂
≤ 𝜀 ,

where 𝑠, 𝑢 ∈ 𝑈1, 𝑡 , 𝑣 ∈ 𝑈𝑛 , and 𝑠𝑡 and 𝑢𝑣 are the outer tangents to
𝑈1 ∪𝑈𝑛 ; and

• for each 𝑖 ∈ {2, . . . , 𝑛−1}, the right arc of the disk𝐷(𝑐𝑖 , 𝜀− 𝑟𝑖) bounded
by the intersection points with the tangent lines is to the right of the right
arc of𝑈1 and the left arc of the disk 𝐷(𝑐𝑖 , 𝜀 − 𝑟𝑖) is to the left of the left
arc of𝑈𝑛 .

Proof. Assume the right side of the lemma statement holds. First of all,

as we have max𝜋⋐𝒰 ,𝜋(1)≡𝑠,𝜋(𝑛)≡𝑡 𝑑H(𝜋, 𝑠𝑡) ≤ 𝜀, Lemma 5.9 shows that for
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all 𝑖 ∈ {2, . . . , 𝑛 − 1}, we have 𝑑(𝑐𝑖 , 𝑠𝑡) + 𝑟𝑖 ≤ 𝜀, or 𝑑(𝑐𝑖 , 𝑠𝑡) ≤ 𝜀 − 𝑟𝑖 , so

𝑠𝑡 stabs each disk 𝐷(𝑐𝑖 , 𝜀 − 𝑟𝑖). We can draw a similar conclusion for 𝑢𝑣.

Therefore, each disk 𝐷(𝑐𝑖 , 𝜀 − 𝑟𝑖) crosses the entire strip bounded by the

tangent lines, with the intersection points splitting it into the left and

the right circular arcs. We can thus apply Definition 5.19 to these arcs,

as stated in the lemma.

First suppose that the disks 𝑈1 and 𝑈𝑛 do not intersect. Then for

any line segment from 𝑈1 to 𝑈𝑛 and any disk 𝐷′ ≔ 𝐷(𝑐𝑖 , 𝜀 − 𝑟𝑖), we

exit 𝐷′
after exiting𝑈1 and enter 𝐷′

before entering𝑈𝑛 . Hence, for any

line 𝑝𝑞 with 𝑝 ∈ 𝑈1 and 𝑞 ∈ 𝑈𝑛 and any 𝑖 ∈ {2, . . . , 𝑛 − 1}, we can find

a point 𝑤 ∈ 𝑝𝑞 ∩ 𝐷′
; this means, as stated in Lemma 5.13, that indeed

max𝑤′∈𝑈𝑖
𝑑(𝑤′, 𝑝𝑞) ≤ 𝜀. As this holds for all disks and any choice of

𝑝 and 𝑞, we conclude that max𝜋⋐𝒰 𝑑H(𝜋, ⟨𝜋(1),𝜋(𝑛)⟩) ≤ 𝜀.

Now assume that the disks𝑈1 and𝑈𝑛 intersect. If we consider the

line segment 𝑝𝑞 with 𝑝 ∈ 𝑈1, 𝑞 ∈ 𝑈𝑛 , we end up in the previous case

if either 𝑝 ∉ 𝑈1 ∩𝑈𝑛 or 𝑞 ∉ 𝑈1 ∩𝑈𝑛 . So assume that the segment 𝑝𝑞

lies entirely in the intersection 𝑈1 ∩𝑈𝑛 . However, it can be seen that

for each disk 𝐷′ ≔ 𝐷(𝑐𝑖 , 𝜀 − 𝑟𝑖), the left boundary of the intersection is

to the right of the left boundary of the disk, and the right boundary of

the intersection is to the left of the right boundary of the disk; hence,

𝑝𝑞 ⊂ 𝑈1 ∩𝑈𝑛 ⊆ 𝐷′
. Therefore, we have max𝑤′∈𝑈𝑖

𝑑(𝑤′, 𝑝𝑞) ≤ 𝜀, and so

also in this case max𝜋⋐𝒰 𝑑H(𝜋, ⟨𝜋(1),𝜋(𝑛)⟩) ≤ 𝜀.

We now assume that the right side of the lemma statement is false

and show that then max𝜋⋐𝒰 𝑑H(𝜋, ⟨𝜋(1),𝜋(𝑛)⟩) > 𝜀. If it holds that

max𝜋⋐𝒰 ,𝜋(1)≡𝑠,𝜋(𝑛)≡𝑡 𝑑H(𝜋, 𝑠𝑡) > 𝜀, then we can immediately observe that

max𝜋⋐𝒰 𝑑H(𝜋, ⟨𝜋(1),𝜋(𝑛)⟩) > 𝜀. Same holds for 𝑢𝑣. So, assume those

statements hold; then it must be that for at least one intermediate disk

the arcs do not lie to the left or to the right of the arcs of the respective

disks. Assume this is disk 𝑖, so the disk 𝐷′ ≔ 𝐷(𝑐𝑖 , 𝜀 − 𝑟𝑖). W.l.o.g.

assume that the right arc of the disk does not lie entirely to the right of

the right arc of𝑈1. The argument for the left arc w.r.t.𝑈𝑛 is symmetric.

There must be at least one point 𝑝′ on the right arc of 𝑈1 that lies

outside of 𝐷′
. Assume for now that𝑈1 and𝑈𝑛 are disjoint. Then a line

segment 𝑝′𝑞 for any 𝑞 ∈ 𝑈𝑛 does not stab 𝐷′
, so max𝑤′∈𝑈𝑖

𝑑(𝑤′, 𝑝𝑞) > 𝜀,

and so max𝜋⋐𝒰 𝑑H(𝜋, ⟨𝜋(1),𝜋(𝑛)⟩) > 𝜀. If 𝑈1 and 𝑈𝑛 intersect, then

either 𝑝′ is outside of the intersection and of 𝐷′
and there is a point

𝑞 ∈ 𝑈𝑛 such that 𝑝′𝑞 does not stab 𝐷′
; or we can pick the degenerate

line segment 𝑝′𝑝′, as 𝑝′ ∈ 𝑈1 ∩𝑈𝑛 , and so 𝑝′𝑝′ also does not stab 𝐷′
. In
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either case, we conclude that max𝜋⋐𝒰 𝑑H(𝜋, ⟨𝜋(1),𝜋(𝑛)⟩) > 𝜀. □

It is also worth noting that the case of 𝑈1 = 𝑈𝑛 is similar to how

we treat the intersection 𝑈1 ∩ 𝑈𝑛 above; however, our definition for

the ordering between two disks does not apply. So, if 𝑈1 = 𝑈𝑛 , then

max𝜋⋐𝒰 𝑑H(𝜋, ⟨𝜋(1),𝜋(𝑛)⟩) ≤ 𝜀 if and only if 𝑈1 ⊆ 𝐷(𝑐𝑖 , 𝜀 − 𝑟𝑖) for all

𝑖 ∈ {2, . . . , 𝑛 − 1}.
Similarly, we state the following for the Fréchet distance.

Lemma 5.21. Given 𝑛 ∈ ℕ, 𝑛 ≥ 3, for any imprecise curve modelled with
disks 𝒰 = ⟨𝑈1 , . . . , 𝑈𝑛⟩ with 𝑈𝑖 = 𝐷(𝑐𝑖 , 𝑟𝑖) for all 𝑖 ∈ [𝑛] and 𝑐𝑖 ∈ ℝ2,
𝑟𝑖 ∈ ℝ+ for all 𝑖 ∈ [𝑛], and assuming𝑈1 ≠ 𝑈𝑛 , we have

max

𝜋⋐𝒰
𝑑F(𝜋, ⟨𝜋(1),𝜋(𝑛)⟩) ≤ 𝜀

if and only if both of the following are true:

• max

{︂
max

𝜋⋐𝒰 ,𝜋(1)≡𝑠,𝜋(𝑛)≡𝑡
𝑑F(𝜋, 𝑠𝑡), max

𝜋⋐𝒰 ,𝜋(1)≡𝑢,𝜋(𝑛)≡𝑣
𝑑F(𝜋, 𝑢𝑣)

}︂
≤ 𝜀 ,

where 𝑠, 𝑢 ∈ 𝑈1, 𝑡 , 𝑣 ∈ 𝑈𝑛 , and 𝑠𝑡 and 𝑢𝑣 are the outer tangents to
𝑈1 ∪𝑈𝑛 ; and

• for each 𝑖 ∈ {2, . . . , 𝑛−1}, the right arc of the disk𝐷(𝑐𝑖 , 𝜀− 𝑟𝑖) bounded
by the intersection points with the tangent lines is to the right of the right
arc of𝑈1 and the left arc of the disk 𝐷(𝑐𝑖 , 𝜀 − 𝑟𝑖) is to the left of the left
arc of𝑈𝑛 .

Proof. First assume that max𝜋⋐𝒰 𝑑F(𝜋, ⟨𝜋(1),𝜋(𝑛)⟩) ≤ 𝜀. This also

means that max𝜋⋐𝒰 𝑑H(𝜋, ⟨𝜋(1),𝜋(𝑛)⟩) ≤ 𝜀 as 𝑑F(𝜋, 𝜎) ≥ 𝑑H(𝜋, 𝜎) for

any curves 𝜋, 𝜎. Furthermore, we can immediately conclude that

max𝜋⋐𝒰 ,𝜋(1)≡𝑠,𝜋(𝑛)≡𝑡 𝑑F(𝜋, 𝑠𝑡) ≤ 𝜀, and the same for 𝑢𝑣. Together with

Lemma 5.20, this yields the right side of the lemma.

Now assume that the right side holds. As in Lemma 5.20, we know

that the disks cross the entire strip and that Definition 5.19 applies. It

remains to show that for any line segment 𝑝𝑞 with 𝑝 ∈ 𝑈1, 𝑞 ∈ 𝑈𝑛 , there

is a valid alignment that maintains the correct ordering and bottleneck

distance, assuming it exists for every realisation for 𝑠𝑡 and 𝑢𝑣. Consider

a valid alignment established for 𝑠𝑡 and 𝑢𝑣, so the sequence of points 𝑎𝑖
on 𝑠𝑡 and 𝑏𝑖 on 𝑢𝑣 that are mapped to𝑈𝑖 . As we showed in Lemma 5.12,

we can always find such points for each individual𝑈𝑖 , and as we know
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that the Fréchet distance is below the threshold for 𝑠𝑡 and 𝑢𝑣, there is

such a valid alignment, i.e. we know that 𝑎𝑖 ≼ 𝑎𝑖+1 and 𝑏𝑖 ≼ 𝑏𝑖+1 for all

𝑖 ∈ [𝑛 − 1].
First suppose that the disks 𝑈1 and 𝑈𝑛 do not intersect. Consider

the region 𝑅 bounded by the outer tangents and the disk arcs that

are not part of the convex hull of 𝑈1 ∪ 𝑈𝑛 . We connect, for each

𝑖 ∈ {2, . . . , 𝑛 − 1}, 𝑎𝑖 to 𝑏𝑖 with a geodesic shortest path in 𝑅. We claim

that for any line segment 𝑝𝑞 defined above, the intersection points of

the shortest paths with the segment give a valid alignment, yielding

max𝜋⋐𝒰 ,𝜋(1)≡𝑝,𝜋(𝑛)≡𝑞 𝑑F(𝜋, 𝑝𝑞) ≤ 𝜀. As the choice of 𝑝𝑞 was arbitrary,

this will complete the proof.

To show that the alignment is valid, we need to show that the order

is correct and that the distances fall below the threshold. First consider

the case where the geodesic shortest path for point 𝑖 does not touch

the boundary formed by arcs of region 𝑅. In this case, it is simply a

line segment 𝑎𝑖𝑏𝑖 . Note that by definition 𝑎𝑖 , 𝑏𝑖 ∈ 𝐷(𝑐𝑖 , 𝜀 − 𝑟𝑖); as disks

are convex, also 𝑎𝑖𝑏𝑖 ⊂ 𝐷(𝑐𝑖 , 𝜀 − 𝑟𝑖); thus, the intersection point 𝑝′
𝑖

of

𝑝𝑞 with 𝑎𝑖𝑏𝑖 is in 𝐷(𝑐𝑖 , 𝜀 − 𝑟𝑖), so by Lemma 5.12, max𝑤∈𝑈𝑖
∥𝑝′

𝑖
− 𝑤∥ ≤ 𝜀.

Furthermore, note that 𝑎𝑖 ≼ 𝑎𝑖+1 and 𝑏𝑖 ≼ 𝑏𝑖+1; thus, the line segments

𝑎𝑖𝑏𝑖 and 𝑎𝑖+1𝑏𝑖+1 cannot cross, so also 𝑝′
𝑖
≼ 𝑝′

𝑖+1
.

Now w.l.o.g. consider the case where the geodesic shortest path for

point 𝑖 touches the arc of𝑈1. The geodesic shortest paths do not cross:

on the path from 𝑎𝑖 (or 𝑏𝑖) to the arc they form a tangent to the arc,

thus for 𝑎𝑖 ≼ 𝑎𝑖+1, the tangent point for 𝑎𝑖 comes before that of 𝑎𝑖+1

when going along the arc from 𝑠 to 𝑢. So, just as in the previous case,

these line segments cannot cross. Having reached the arc, both shortest

paths will follow it, as otherwise the path would not be a shortest path;

thus, the arcs do not cross, either. Finally, a path from the previous

case does not touch any path that touches the arc boundary of 𝑅 by

definition. Finally, note that the condition that we have established

on the right arcs of disks being to the right of the right arc of 𝑈1 (and

symmetric for the left arcs and 𝑈𝑛) means that the geodesic shortest

paths that touch the arc boundary of 𝑅 stay within the respective disks

𝐷(𝑐𝑖 , 𝜀 − 𝑟𝑖). Thus, we have established that for all 𝑖, we have 𝑝′
𝑖
≼ 𝑝′

𝑖+1

and max𝑤∈𝑈𝑖
∥𝑝′

𝑖
− 𝑤∥ ≤ 𝜀, concluding the proof for disjoint𝑈1 and𝑈𝑛 .

Finally, consider the case where 𝑈1 intersects 𝑈𝑛 . Above we used

geodesic paths within the region 𝑅. However, when𝑈1 intersects𝑈𝑛 , 𝑅

consists of two disconnected regions. Observe that one region contains 𝑎𝑖
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and the other contains 𝑏𝑖 . To connect 𝑎𝑖 with 𝑏𝑖 we use the geodesic

from 𝑎𝑖 to the intersection point of the two inner boundaries of𝑈1 and

𝑈𝑛 that is in the same region of 𝑅, the geodesic from 𝑏𝑖 to the other

intersection point of the inner boundaries, and join these two by a line

segment between the intersection points. Any line segment from a

point in𝑈1 to a point in𝑈𝑛 crosses these paths in order, just like in the

previous case. If the line segment goes through the intersection, note

that any point in the intersection is close enough to all the intermediate

objects, as the intersection is the subset of each disk. So, any point in the

intersection can be chosen to establish the trivially in-order alignment

to all the intermediate objects. □

Again, if 𝑈1 = 𝑈𝑛 , note that max𝜋⋐𝒰 𝑑F(𝜋, ⟨𝜋(1),𝜋(𝑛)⟩) ≤ 𝜀 if and

only if𝑈1 ⊆ 𝐷(𝑐𝑖 , 𝜀 − 𝑟𝑖) for all 𝑖 ∈ {2, . . . , 𝑛 − 1}.

5.3.2 Non-intersecting PCCSs

Suppose the regions are modelled by convex polygons. Consider first

the case where the interiors of 𝑈1 and 𝑈𝑛 do not intersect, so at most

they share a boundary segment.

Observation 5.22. Given an uncertain curve modelled by convex polygons
𝒰 = ⟨𝑈1 , . . . , 𝑈𝑛⟩ with the interiors of𝑈1 and𝑈𝑛 not intersecting, note:

• There are two outer tangents to the polygons𝑈1 and𝑈𝑛 , and the convex
hull of 𝑈1 ∪ 𝑈2 consists of a convex chain from 𝑈1, a convex chain
from𝑈𝑛 , and the outer tangents.

• Let 𝐶𝑖 be the convex chain from𝑈𝑖 that is not a part of the convex hull
for 𝑖 ∈ {1, 𝑛}. Then for 𝛿 ≔ 𝑑H or 𝛿 ≔ 𝑑F,

max

𝜋⋐𝒰
𝛿(𝜋, ⟨𝜋(1),𝜋(𝑛)⟩) ≤ 𝜀

if and only if
max

𝜋⋐𝒰 ,𝜋(1)∈𝐶1 ,𝜋(𝑛)∈𝐶𝑛
𝛿(𝜋, ⟨𝜋(1),𝜋(𝑛)⟩) ≤ 𝜀 .

To see that the second observation is true, note that one direction is

trivial. In the other direction, note that any line segment 𝑝𝑞 with 𝑝 ∈ 𝑈1,

𝑞 ∈ 𝑈𝑛 crosses both 𝐶1 and 𝐶𝑛 , say, at 𝑝′ ∈ 𝐶1 and 𝑞′ ∈ 𝐶𝑛 . We know

that there is a valid alignment for 𝑝′𝑞′, both for the Hausdorff and the

Fréchet distance; we can then use this alignment for 𝑝𝑞. See Figure 5.5.



Chapter 5. Uncertain Curve Simplification 158

𝑈1

𝐶1

𝑈𝑛

𝐶𝑛
𝑝 𝑞

𝑝′ 𝑞′ 𝑅

Figure 5.5. Left: Illustration for Observation 5.22. The convex hull of the disks

is shown in grey. The dotted chains are 𝐶1 and 𝐶𝑛 . Any line segment 𝑝𝑞 with

𝑝 ∈ 𝑈1 and 𝑞 ∈ 𝑈𝑛 crosses 𝐶1 and 𝐶𝑛 . Right: Illustration for the procedure.

The region 𝑅 is triangulated.

We claim that we can use the following procedure to check whether

max𝜋⋐𝒰 𝑑H(𝜋, ⟨𝜋(1),𝜋(𝑛)⟩) ≤ 𝜀.

1. Triangulate the region 𝑅 bounded by two convex chains 𝐶1 and 𝐶𝑛
and the outer tangents.

2. For each line segment 𝑠𝑡 of the triangulation with 𝑠 ∈ 𝐶1, 𝑡 ∈ 𝐶𝑛 ,

check that max𝜋⋐𝒰 ,𝜋(1)≡𝑠,𝜋(𝑛)≡𝑡 𝛿(𝜋, 𝑠𝑡) ≤ 𝜀 for either 𝛿 ≔ 𝑑H or

𝛿 ≔ 𝑑F.

First of all, observe that we can compute a triangulation, and that

every triangle has two points from one convex chain and one point

from the other chain (see Figure 5.5). If all three points were from

the same chain, then the triangle would lie outside of 𝑅. Now con-

sider some line segment 𝑝𝑞 with 𝑝 ∈ 𝐶1, 𝑞 ∈ 𝐶𝑛 . To complete the

argument, it remains to show that the checks in step 2 mean that also

max𝜋⋐𝒰 ,𝜋(1)≡𝑝,𝜋(𝑛)≡𝑞 𝛿(𝜋, 𝑝𝑞) ≤ 𝜀. Observe that the triangles span across

the region 𝑅, so when going from one tangent to the other within 𝑅 we

cross all the triangles. Therefore, we can order them, in the order of

occurrence on such a path, from 1 to 𝑘. Denote the alignment established

on line 𝑗 ∈ [𝑘] with the sequence of 𝑎
𝑗

𝑖
, for 𝑖 ∈ [𝑛]; this alignment can be

established both for 𝛿 ≔ 𝑑H and 𝛿 ≔ 𝑑F. We can then establish poly-

gonal curves 𝐴𝑖 ≔ ⟨𝑎1

𝑖
, . . . , 𝑎𝑘

𝑖
⟩; clearly, they all stay within 𝑅. We claim

that for any line segment 𝑝𝑞 defined above, it is possible to establish

a valid alignment from intersection points of 𝑝𝑞 and 𝐴𝑖 . We do this

separately for the Fréchet and the Hausdorff distance.

Lemma 5.23. Given a set of curves 𝐴 ≔ {𝐴2 , . . . , 𝐴𝑛−1} in 𝑅 described
above for 𝛿 ≔ 𝑑H and a line segment 𝑝𝑞 with 𝑝 ∈ 𝐶1, 𝑞 ∈ 𝐶𝑛 , we have
max𝜋⋐𝒰 ,𝜋(1)≡𝑝,𝜋(𝑛)≡𝑞 𝑑H(𝜋, 𝑝𝑞) ≤ 𝜀.
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Proof. Note that 𝑝𝑞 crosses each 𝐴𝑖 at least once. We can take any one

crossing for each 𝑖 and establish the alignment. Consider such a crossing

point 𝑝′
𝑖
. It falls in some triangle bounded by a segment from either 𝐶1

or 𝐶𝑛 and two line segments that contain points 𝑎
𝑗

𝑖
and 𝑎

𝑗+1

𝑖
for some

𝑗 ∈ [𝑘]. We know, using Lemma 5.10, that max𝑤∈𝑈𝑖
∥𝑎 𝑗

𝑖
− 𝑤∥ ≤ 𝜀 and

max𝑤∈𝑈𝑖
∥𝑎 𝑗+1

𝑖
− 𝑤∥ ≤ 𝜀. Consider any point 𝑤′ ∈ 𝑈𝑖 . Then, using

Lemma 5.4 with 𝑐 ≔ 𝑑 ≔ 𝑤′
, we find that ∥𝑤′ − 𝑝′

𝑖
∥ ≤ 𝜀. Therefore,

also max𝑤∈𝑈𝑖
∥𝑝′

𝑖
− 𝑤∥ ≤ 𝜀; using Lemma 5.10, we conclude that indeed

max𝜋⋐𝒰 ,𝜋(1)≡𝑝,𝜋(𝑛)≡𝑞 𝑑H(𝜋, 𝑝𝑞) ≤ 𝜀. □

For the Fréchet distance, we can use the same argument to show

closeness; however, we need more care to establish the correct order for

the alignment to be valid.

Lemma 5.24. Given a set of curves 𝐴 ≔ {𝐴2 , . . . , 𝐴𝑛−1} in 𝑅 described
above for 𝛿 ≔ 𝑑F and a line segment 𝑝𝑞 with 𝑝 ∈ 𝐶1, 𝑞 ∈ 𝐶𝑛 , we have
max𝜋⋐𝒰 ,𝜋(1)≡𝑝,𝜋(𝑛)≡𝑞 𝑑F(𝜋, 𝑝𝑞) ≤ 𝜀.

Proof. Compared to Lemma 5.23, instead of taking any intersection point

of 𝑝𝑞 with each 𝐴𝑖 , we take the last intersection point.

We need to show, first of all, that curves 𝐴𝑖 and 𝐴𝑖+1 do not cross for

any 𝑖 ∈ [𝑛 − 1]. Note that each curve 𝐴𝑖 crosses each triangle once, so it

suffices to show that a segment 𝑎
𝑗

𝑖
𝑎
𝑗+1

𝑖
does not cross 𝑎

𝑗

𝑖+1
𝑎
𝑗+1

𝑖+1
. Indeed,

as 𝑎
𝑗

𝑖
≼ 𝑎

𝑗

𝑖+1
and 𝑎

𝑗+1

𝑖
≼ 𝑎

𝑗+1

𝑖+1
, these line segments cannot cross.

Now consider, for each 𝑖 ∈ {2, . . . , 𝑛− 1}, the polygon 𝑃𝑖 bounded by

𝐶1, 𝐴𝑖 , and the corresponding segments of the outer tangents. With the

previous statement, it is easy to see that 𝑃2 ⊆ 𝑃3 ⊆ · · · ⊆ 𝑃𝑛−1. Assume

this is not the case, so some 𝑃𝑖 ⊈ 𝑃𝑖+1. Then there is a point 𝑧 ∈ 𝑃𝑖 , but

𝑧 ∉ 𝑃𝑖+1. The point 𝑧 falls into some triangle with lines 𝑗 and 𝑗 + 1. In

this triangle, it means that 𝑧 is between 𝐶1 and 𝑎
𝑗

𝑖
𝑎
𝑗+1

𝑖
, but not between

𝐶1 and 𝑎
𝑗

𝑖+1
𝑎
𝑗+1

𝑖+1
. However, as these segments do not cross, this would

imply that 𝑎
𝑗

𝑖+1
≺ 𝑎

𝑗

𝑖
, but then the check in step 2 would not pass for

line 𝑗.

Consider the points at which the line segment 𝑝𝑞 leaves the poly-

gons 𝑃𝑖 for the last time. From the definition it is obvious that 𝑝 ∈ 𝑃𝑖
for all 𝑖 ∈ {2, . . . , 𝑛 − 1}, so this is well-defined. Clearly, due to the

subset relationship, the order of such points 𝑝′
𝑖
is correct, i.e. 𝑝′

𝑖
≼ 𝑝′

𝑖+1
.

Furthermore, each such 𝑝′
𝑖
∈ 𝐴𝑖 , so using the arguments of Lemma 5.23,
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we can show that also the distances are below 𝜀. Thus, we conclude that

indeed max𝜋⋐𝒰 ,𝜋(1)≡𝑝,𝜋(𝑛)≡𝑞 𝑑F(𝜋, 𝑝𝑞) ≤ 𝜀. □

The proofs of Lemmas 5.23 and 5.24 show us how to solve the

problem for two convex polygons with non-intersecting interiors. We

can also use them directly for the case of line segments that do not

intersect except at endpoints.

Corollary 5.25. Given 𝑛 ∈ ℕ, 𝑛 ≥ 3, for any imprecise curve modelled with
line segments 𝒰 = ⟨𝑈1 , . . . , 𝑈𝑛⟩ with𝑈𝑖 = 𝑝1

𝑖
𝑝2

𝑖
⊂ ℝ2 for all 𝑖 ∈ [𝑛], given

a threshold 𝜀 ∈ ℝ+, and given that 𝑈1 ∩𝑈𝑛 ⊂ {𝑝1

1
, 𝑝2

1
}, and assuming that

the triangles 𝑝1

1
𝑝1

𝑛𝑝
2

1
and 𝑝2

1
𝑝1

𝑛𝑝
2

𝑛 form a triangulation of the convex hull of
𝑈1 ∪𝑈𝑛 , we have

max

𝜋⋐𝒰
𝛿(𝜋, ⟨𝜋(1),𝜋(𝑛)⟩) ≤ 𝜀

if and only if

max

{︁
max

𝜋⋐𝒰 ,𝜋(1)≡𝑝1

1
,𝜋(𝑛)≡𝑝1

𝑛

𝛿(𝜋, 𝑝1

1
𝑝1

𝑛) ,

max

𝜋⋐𝒰 ,𝜋(1)≡𝑝2

1
,𝜋(𝑛)≡𝑝1

𝑛

𝛿(𝜋, 𝑝2

1
𝑝1

𝑛) ,

max

𝜋⋐𝒰 ,𝜋(1)≡𝑝2

1
,𝜋(𝑛)≡𝑝2

𝑛

𝛿(𝜋, 𝑝2

1
𝑝2

𝑛)
}︁
≤ 𝜀 .

We should note that in this particular case it is not necessary to use a

triangulation, so we can get rid of the second term; also in the previous

proofs a convex partition could work instead, but a triangulation is

easier to define.

5.3.3 Intersecting PCCSs

We proceed to discuss the situation where the interiors of 𝑈1 and 𝑈𝑛

intersect, or where the line segments 𝑈1 and 𝑈𝑛 cross. The argument

is the same for both 𝛿 ≔ 𝑑H and 𝛿 ≔ 𝑑F, but it is easier to treat line

segments and convex polygons separately.

Line segments. Assume line segments𝑈1

def

= 𝑝1

1
𝑝2

1
and𝑈𝑛

def

= 𝑝1

𝑛𝑝
2

𝑛 cross;

call their intersection point 𝑠. Then we can use Corollary 5.25 separately

on pairs of {𝑝1

1
𝑠, 𝑠𝑝2

1
} × {𝑝1

𝑛𝑠, 𝑠𝑝
2

𝑛}. Clearly, together this will cover the

entire set of realisations of 𝑝𝑞 with 𝑝 ∈ 𝑈1, 𝑞 ∈ 𝑈𝑛 , thus completing the

checks.
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Lemma 5.26. Given 𝑛 ∈ ℕ, 𝑛 ≥ 3, for any imprecise curve modelled with line
segments 𝒰 = ⟨𝑈1 , . . . , 𝑈𝑛⟩ with 𝑈𝑖 = 𝑝1

𝑖
𝑝2

𝑖
⊂ ℝ2 for all 𝑖 ∈ [𝑛], given a

threshold 𝜀 ∈ ℝ+, we can check for both 𝛿 ≔ 𝑑H and 𝛿 ≔ 𝑑F, using procedures
above, that

max

𝜋⋐𝒰
𝛿(𝜋, ⟨𝜋(1),𝜋(𝑛)⟩) ≤ 𝜀 .

Convex polygons. Convex polygons whose interiors intersect can

be partitioned along the intersection lines, so into a convex polygon

𝑅 ≔ 𝑈1 ∩𝑈𝑛 and two sets of polygons 𝒫1 ≔ {𝑃1

1
, . . . , 𝑃𝑘

1
} and 𝒫𝑛 ≔

{𝑃1

𝑛 , . . . , 𝑃
ℓ
𝑛} for some 𝑘, ℓ ∈ ℕ. Just as for line segments, we can look

at pairs from 𝒫1 × 𝒫𝑛 separately. The pairs where 𝑅 is involved are

treated later. Consider some (𝑃, 𝑄) ∈ 𝒫1 × 𝒫𝑛 . Note that 𝑃 and 𝑄 are

convex polygons with a convex cut-out, so the boundary forms a convex

chain, followed by a concave chain. We need to compute some convex

polygons 𝑃′
and 𝑄′

with non-intersecting interiors that are equivalent

to 𝑃 and 𝑄, so that we can apply the approaches from Section 5.3.2.

We claim that we can simply take the convex hull of 𝑃 and𝑄 to obtain

𝑃′
and 𝑄′

. Clearly, the resulting polygons will be convex. Also, the

concave chains of 𝑃 are bounded by points 𝑠 and 𝑡 and are replaced with

the line segment 𝑠𝑡; same happens for𝑄 with points 𝑢 and 𝑣. The points

𝑠, 𝑡 , 𝑢, 𝑣 are points of intersection of original polygons 𝑈1 and 𝑈𝑛 , so

they lie on the boundary of 𝑅, and their order along that boundary can

only be 𝑠, 𝑡 , 𝑢, 𝑣 or 𝑠, 𝑡 , 𝑣, 𝑢. Thus, it cannot happen that 𝑠𝑡 crosses 𝑢𝑣,

and it cannot be that 𝑢𝑣 is in the interior of the convex hull of 𝑃, as

otherwise 𝑅 would not be convex. Hence, the interiors of 𝑃′
and 𝑄′

cannot intersect, so they satisfy the necessary conditions.

Finally, we need to show that the solution for (𝑃′, 𝑄′) is equivalent

to that for (𝑃, 𝑄). One direction is trivial, as 𝑃 ⊆ 𝑃′
and 𝑄 ⊆ 𝑄′

; for the

other direction, consider any line segment that leaves 𝑃 through the

concave chain. In our approach, we test the lines starting in 𝑠 and 𝑡; the

established alignments are connected into paths. The paths 𝐴𝑖 do not

cross 𝑠𝑡. So, any alignment in the region of CH(𝑃 ∪ 𝑄) \ (𝑃 ∪ 𝑄) can

also be made in the region CH(𝑃′ ∪ 𝑄′) \ (𝑃′ ∪ 𝑄′). So, this approach

yields valid solutions for all pairs not involving 𝑅.

Now consider the pair (𝑅, 𝑅). A curve may now consist of a single

point, so the approach for the Fréchet and the Hausdorff distance is

the same: all the points of𝑈𝑖 need to be close enough to all the points
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of 𝑅. To check that, observe that the pair of points 𝑝 ∈ 𝑈𝑖 and 𝑞 ∈ 𝑅
that has maximal distance has the property that 𝑝 is an extreme point

of𝑈𝑖 in direction 𝑞𝑝 and 𝑞 is an extreme point of 𝑅 in direction 𝑝𝑞. So,

it suffices, starting at the rightmost point of 𝑈𝑖 and the leftmost point

of 𝑅 in some coordinate system, to then rotate clockwise around both

regions keeping track of the distance between tangent points. Note that

only vertices need to be considered, as the extremal point cannot lie

on an edge. Finally, any other pair that involves 𝑅 is covered by the

stronger case of (𝑅, 𝑅): for any line, we can align every intermediate

object to any point in 𝑅.

Lemma 5.27. Given 𝑛 ∈ ℕ, 𝑛 ≥ 3, for any imprecise curve modelled with
convex polygons 𝒰 = ⟨𝑈1 , . . . , 𝑈𝑛⟩ with 𝑈𝑖 ⊂ ℝ2 for all 𝑖 ∈ [𝑛] and
𝑉(𝑈𝑖) = {𝑝1

𝑖
, . . . , 𝑝𝑘

𝑖
} for all 𝑖 ∈ [𝑛], 𝑘 ∈ ℕ, given a threshold 𝜀 ∈ ℝ+, we

can check for both 𝛿 ≔ 𝑑H and 𝛿 ≔ 𝑑F, using procedures above, that

max

𝜋⋐𝒰
𝛿(𝜋, ⟨𝜋(1),𝜋(𝑛)⟩) ≤ 𝜀 .

5.4 Combining Steps

In Sections 5.2 and 5.3, we have established correctness of the routines

that can be used to check if a shortcut is valid under either the Hausdorff

distance or the Fréchet distance. In this section, we summarise the

approach, discuss the shortcut graph, and analyse the running times.

Lemma 5.28. Given 𝑛 ∈ ℕ, for any uncertain curve modelled with indecisive
points, disks, or PCCSs 𝒰 = ⟨𝑈1 , . . . , 𝑈𝑛⟩, and given a threshold 𝜀 ∈ ℝ+,
and fixing either 𝛿 ≔ 𝑑H or 𝛿 ≔ 𝑑F, if we can check in time 𝑇 for any pair
𝑖 , 𝑗 ∈ [𝑛], 𝑖 < 𝑗 that

max

𝜋⋐𝒰[𝑖:𝑗]
𝛿(𝜋, ⟨𝜋(1),𝜋(𝑗 − 𝑖 + 1)⟩) ≤ 𝜀 ,

then in time 𝒪(𝑇𝑛2) we can find the shortest index subsequence 𝐼 ⊆ [𝑛] with
|𝐼 | = ℓ such that for all 𝑗 ∈ [ℓ ],

max

𝜋⋐𝒰[𝐼(𝑗):𝐼(𝑗+1)]
𝛿(𝜋, ⟨𝜋(1),𝜋(𝐼(𝑗 + 1) − 𝐼(𝑗) + 1)⟩) ≤ 𝜀 .

Proof. The approach is simple: construct a graph 𝐺 ≔ (𝑉, 𝐸) with 𝑉 ≔

{𝑣1 , . . . , 𝑣𝑛} and (𝑣𝑖 , 𝑣 𝑗) ∈ 𝐸 if and only if max𝜋⋐𝒰[𝑖:𝑗] 𝛿(𝜋, ⟨𝜋(1),𝜋(𝑗 −
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𝑖 + 1)⟩) ≤ 𝜀. Clearly, this takes 𝒪(𝑇𝑛2) time. Any path in the graph from

𝑣1 to 𝑣𝑛 gives a subsequence for which the condition in the statement of

the lemma holds; there are no simplifications that would not correspond

to such a path; thus, finding the shortest path in 𝐺 using e.g. BFS in time

𝒪(𝑛2) indeed yields the answer. □

It is easy to see that the result of the lemma is exactly the problem

we were trying to solve: obtaining a single simplification such that no

matter which realisation of the curve is chosen, the resulting realisation

of the simplification is valid.

We now proceed to recap the methods for checking the shortcuts. For

indecisive points, one can test all combinations for the first and the last

point of the shortcut, as in Lemma 5.17, and for each such combination

do the testing either for the Hausdorff or the Fréchet distance, as in

Lemmas 5.6 and 5.11.

For imprecise points modelled with disks, it suffices to test the outer

tangents and check some extra conditions on the intermediate disks, as

in Lemmas 5.20 and 5.21. For the outer tangents, the testing can be done

using the approaches of Lemmas 5.9 and 5.14.

For imprecise points modelled with line segments, one can split the

first and the last one into regions if they cross, as in Lemma 5.26, and

apply Corollary 5.25 to each pair. The testing of the outer tangents can

be done using Lemmas 5.10 and 5.15 for the Hausdorff and the Fréchet

distance, respectively.

Finally, for imprecise points modelled with convex polygons, we

again split the first and the last one into regions if their interiors intersect,

as in Lemma 5.27, and apply Lemmas 5.23 and 5.24. To test each shortcut

with the fixed endpoints, we can again use Lemmas 5.10 and 5.15.

Having constructed the graph, we can find the shortest path through

it from vertex corresponding to 𝑈1 to that corresponding to 𝑈𝑛 , as

discussed in Lemma 5.28.

Theorem 5.29. We can solve the problem of finding the shortest vertex-
constrained simplification of an uncertain curve, such that for any realisation,
the simplification is valid, both for the Hausdorff and the Fréchet distance,
and for uncertainty modelled using indecisive points, disks, line segments, or
convex polygons in time shown in Table 5.1.
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Proof. Correctness of the approaches has been shown before. For the

running time, observe that we need 𝒪(𝑛2𝑇) time in any setting, due to

the shortcut graph construction.

For indecisive points, when testing a shortcut, we do 𝒪(𝑛𝑘)-time

testing for 𝒪(𝑘2) combinations of starting and ending points, where 𝑘 is

the number of options per point. For disks, we do a linear number of

constant-time checks and two linear-time checks, getting 𝑇 ∈ 𝒪(𝑛). For

line segments, we also do two (three) linear-time checks per part; two

line segments can be split into at most two parts each, so we repeat the

process four times. Either way, we get 𝑇 ∈ 𝒪(𝑛).
Finally, for convex polygons, assume the complexity of each polygon

is at most 𝑘. Assume the partitioning resulting from two intersecting

polygons yields ℓ1 and ℓ2 parts for the first and the second polygon,

respectively. Denote the two polygons 𝑃 and 𝑄 and the resulting

parts with 𝑃1 , . . . , 𝑃ℓ1 and 𝑄1 , . . . , 𝑄ℓ2 , respectively. Suppose part 𝑃𝑖
has complexity 𝑘𝑖 and part 𝑄 𝑗 has complexity 𝑘′

𝑗
, so |𝑉(𝑃𝑖)| = 𝑘𝑖 and

|𝑉(𝑄 𝑗)| = 𝑘′
𝑗

for some 𝑖 ∈ [ℓ1], 𝑗 ∈ [ℓ2]. We know that every vertex

of the original polygons occurs in a constant number of parts, so∑︁ℓ1
𝑖=1

𝑘𝑖 ∈ 𝒪(𝑘) and

∑︁ℓ2
𝑗=1

𝑘′
𝑗
∈ 𝒪(𝑘); we also know ℓ1 + ℓ2 ∈ 𝒪(𝑘). We

consider all pairs from 𝑃 and 𝑄, and for each pair, we triangulate and

do the checks on the triangulation. The triangulation can be done in

time 𝒪((𝑘𝑖 + 𝑘′𝑗) · log(𝑘𝑖 + 𝑘′𝑗)), yielding 𝒪(𝑘𝑖 + 𝑘′𝑗) lines, each of which is

tested in time 𝒪(𝑛𝑘). The testing dominates, so we need 𝒪((𝑘𝑖 + 𝑘′𝑗) · 𝑛𝑘)
time. We are interested in

ℓ1∑︂
𝑖=1

ℓ2∑︂
𝑗=1

𝒪((𝑘𝑖 + 𝑘′𝑗) · 𝑛𝑘) = 𝒪(𝑛𝑘) ·
ℓ1∑︂
𝑖=1

ℓ2∑︂
𝑗=1

𝒪(𝑘𝑖 + 𝑘′𝑗) = 𝒪(𝑛𝑘3) .

So, 𝑇 ∈ 𝒪(𝑛𝑘3) both for the Fréchet and the Hausdorff distance. □

5.5 Conclusions

In this chapter, we have provided a comprehensive set of approaches to

the following problem: given an uncertain curve, simplify it so that

• the output is a subsequence of the input, and

• for any possible realisation of the input curve, the corresponding

realisation of the output curve is a valid simplification.
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This approach is safe, in the sense that we only throw out points that

were sufficiently precise and close to any possible path. This way, we

know that we are capturing any area that the subject passed through.

The points that are kept introduce the most uncertainty, so they may

require special attention. However, one may imagine a different goal

of addressing uncertainty—removing any unlikely areas, basing the

trajectory on the more precise points. In that setting, we would likely

want to get rid of the larger uncertainty regions, so it would require

a different definition of a valid simplification. Studying such variants

would form an interesting future research direction.



CHAPTER 6
Map-Matching Queries under

Fréchet Distance on

Low-Density Spanners

In this chapter, we turn our attention to map matching, introduced in

Section 1.2. Map matching is inherently about uncertainty: since vehicles

commonly move on road networks, we can reduce the imprecision

introduced by measurement errors by matching their trajectories to a

road network (map) in a way that most closely resembles the original.

This chapter discusses map matching from a data structure perspective,

that is, we preprocess a map so that given a query trajectory, we can

efficiently report a path on the map that is most similar to the query.

To measure similarity, we use the Fréchet distance, like in the previous

chapters—it is a natural metric for trajectories. In order to make fast

query times possible, we need to make realistic assumptions about the

map; we discuss all of these aspects in detail below. We assume that the

trajectory is a polygonal curve and the map is an undirected geometric

graph in the plane. Such a graph has its vertices embedded in ℝ2
with

straight-line edges connecting them.

The map-matching problem has received considerable attention, as

we discuss in Section 1.2. In particular, there is a significant amount of

166
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work on map matching under the Fréchet distance, including a seminal

paper by Alt et al. [22]. Their algorithm requires 𝒪(𝑚𝑛 log𝑚𝑛 log 𝑛)
time and 𝒪(𝑚𝑛) space to match a polygonal curve of length 𝑚 to a

planar graph 𝐺 = (𝑉, 𝐸) with complexity |𝑉 | + |𝐸 | = 𝑛. As shown via

a conditional lower bound by Gudmundsson et al. [127], this query

time is close to optimal for planar graphs: there is no algorithm that

runs in 𝒪((𝑚𝑛)1−𝛿) time for any 𝛿 > 0 that solves this problem after

polynomial-time preprocessing of the graph. However, real-world road

networks are rarely planar due to the presence of bridges and tunnels,

so would like to find a different assumption.

Chen et al. [79] study the map-matching problem under realistic
input assumptions, which aim to exclude particular types of degenerate

instances to provide stronger results. In their work in particular, the

graph has low density and the trajectory is 𝑐-packed. A polygonal curve

is called 𝑐-packed if in any ball of radius 𝑟, the total length of the curve

inside the ball is at most 𝑐𝑟. We can use a similar definition for geometric

graphs, measuring the total length of the edges inside the ball instead.

The assumption that a geometric graph is 𝑐-packed is very strong; in

search of a different approach, let us define low density.

Definition 6.1. A geometric graph 𝑃 = (𝑉, 𝐸) is 𝜆-low density [199, 204]

if for every disk of radius 𝑟 > 0 in the plane, there are at most 𝜆 edges of

length at least 2𝑟 that intersect the disk.

Our work has no assumptions on the trajectories at the expense of

stricter assumptions on the maps (geometric graphs). Most often one will

have a large number of trajectories being mapped to a relatively complex

network, so to avoid the steep dependency on network complexity when

matching every trajectory, we consider the query version of the problem.

We preprocess the map so that we can quickly answer many map-

matching queries, where each query is a trajectory. To our knowledge,

this problem has only been studied on 𝑐-packed graphs [127, 128].

Gudmundsson and Smid [128] show an approach for 𝑐-packed trees

with long edges and query trajectories with long edges. Gudmundsson

et al. [127] assume that the graph is 𝑐-packed, but do not impose any

restrictions on the query trajectories. However, 𝑐-packedness is not a

realistic assumption for graphs representing road networks. Consider

the example map of Figure 6.1: it is not 𝑐-packed for any constant 𝑐, as

that would require the total length of roads be at most 𝑐𝑟 in all disks
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Figure 6.1. An example road network in the centre of Barcelona. The total road

length in a disk of some radius 𝑟 is closer to 𝑐𝑟2 than 𝑐𝑟, so this road network

is not 𝑐-packed. However, the number of long edges intersecting the purple

disk is small, and the red path is not much longer than the blue path, so the

network is 𝜆-low density and a 𝑡-spanner for small 𝜆 and 𝑡. Map data from

OpenStreetMap [188].

of radius 𝑟, and it is instead often much closer to 𝑐𝑟2
. On some scale,

this problem arises with many road networks, including city streets or

motorways. Therefore, we would like to devise an approach with more

realistic assumptions on the graph.

We instead assume that our graph has low density, defined above.

As observed by Chen et al. [79], the value of density does not grow

with the considered area on the map, and road networks typically have

low density; it is also a strictly weaker assumption than packedness.

We further assume that the graph is a 𝑡-spanner. A geometric graph

is a 𝑡-spanner if for any two vertices, the length of the shortest path

between them in the graph is at most 𝑡 times larger than the Euclidean

distance between them. Road networks, in particular in urban areas, are

typically good spanners [26, 184]. Recalling the example of Figure 6.1,

it is clear that this road network is a 𝑡-spanner and 𝜆-low density for

some low 𝑡 and 𝜆. Compared to previous work, our assumptions make

the approach significantly more applicable on real-life road networks.

In this chapter, we solve the map-matching query problem under realistic

assumptions:
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Problem 6.2. Given a geometric graph 𝑃, construct a data structure that

can answer the following queries: for a polygonal curve 𝑄 in ℝ2
,

1. compute min𝜋 𝑑F(𝜋, 𝑄) and

2. report arg min𝜋 𝑑F(𝜋, 𝑄),
where 𝜋 ranges over all paths between two vertices in 𝑃 and 𝑑F denotes

the Fréchet distance.

We present a (1 + 𝜀)-approximation under the assumptions lis-

ted above. Our approach differentiates from previous work by Gud-

mundsson et al. [127] in two key aspects:

• we require the graph 𝑃 to be 𝜆-low density and a 𝑡-spanner, rather

than 𝑐-packed, which is a more realistic assumption for a road

network [26, 79, 184], while still allowing the query curve to remain

unrestricted;

• we solve the problem of reporting the path that minimises the

Fréchet distance, which was stated as an open problem in their

paper.

In order to achieve these results, we have to use different techniques,

albeit at the cost of a

√
𝑛 factor replacing a polylogarithmic factor in the

running time. Where the paper by Gudmundsson et al. [127] uses a

semi-separated pair decomposition, we construct a hierarchy of small

balanced separators and store appropriate associated data to guide

the search for the optimal Fréchet distance. A balanced separator of a

graph 𝑃 = (𝑉, 𝐸) is a set of vertices 𝑆 ⊆ 𝑉 that splits 𝑃 into connected

components of size at most 𝑐 · |𝑉 | for constant 𝑐. Combining the changes

in analysis and the capability to report a path, we get the following

result. Here 𝑛 = |𝑉 | + |𝐸 | for a geometric graph 𝑃 = (𝑉, 𝐸), and 𝑚 is the

number of vertices on the query polygonal curve.

Theorem 6.3. Suppose we are given a 𝜆-low-density 𝑡-spanner of complexity
𝑛 and a fixed 0 < 𝜀 < 1. Let 𝜒 = 1/𝜀2 log 1/𝜀 and let 𝜑 = (𝜆/𝜀3 + 𝑡2/𝜀2)2. In
time 𝒪(𝜆𝜒2𝑛

5/2

log 𝑛) and using 𝒪(𝜆𝜒2𝑛
3/2) space, we can construct a data

structure for Problem 6.2 achieving a (1 + 𝜀)-approximation that performs
distance queries in time 𝒪(𝑚

√
𝑛 log𝑚𝑛 ·𝜑 · 𝜆/𝜀 · (log

2 𝑛+ log 𝑛 ·𝜑+𝜑 · 𝜆/𝜀)),
and answers the reporting queries for a path of length ℓ in 𝒪(ℓ/𝜀) extra time.

In a typical setting, when 𝜆 and 𝑡 are small constants, our data

structure uses 𝒪(𝜀−4
log 𝜀−1𝑛

3/2) space, resolving to 𝒪(𝑛3/2) for fixed 𝜀,
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and supports distance queries in time 𝒪(𝑚
√
𝑛 log𝑚𝑛 · 𝜀−7 · (log

2 𝑛 +
𝜀−6

log 𝑛 + 𝜀−7)), resolving to 𝒪(𝑚
√
𝑛 log𝑚𝑛 log

2 𝑛) for fixed 𝜀.

Preliminaries. In this chapter, we work with geometric graphs, that

is, graphs embedded in the plane with straight-line edges. For a graph

𝑃 = (𝑉, 𝐸), we denote its complexity with 𝑛 = |𝑉 | + |𝐸 |.
We denote the fact that a path 𝜋 goes from 𝑢 ∈ 𝑉 to 𝑣 ∈ 𝑉 by

𝜋 : 𝑢 〜 𝑣. Recall that for points 𝑥, 𝑦 ∈ ℝ2
, we denote their Euclidean

distance with ∥𝑥 − 𝑦∥. We can consider the edges weighted by defining

the weight of an edge 𝑒 ∈ 𝐸 as the Euclidean distance between its

endpoints: |𝑒 | = ∥𝑢 − 𝑣∥ for 𝑒 connecting 𝑢, 𝑣 ∈ 𝑉 . We define the graph
distance 𝑑𝑃 as the shortest path distance along the graph between any two

vertices 𝑢, 𝑣 ∈ 𝑉 : 𝑑𝑃(𝑢, 𝑣) =
∑︁
𝑒∈𝜋 |𝑒 |, where 𝜋 : 𝑢 〜 𝑣 is the shortest

path in 𝑃 between 𝑢 and 𝑣.

We assume our input graph has low density in this chapter, as

defined previously. We need to define two more graph properties that

we use in our construction.

Definition 6.4. A graph 𝑃 = (𝑉, 𝐸) is 𝜏-lanky [167] if for every disk of

radius 𝑟 > 0 centred at any vertex 𝑣 ∈ 𝑉 , there are at most 𝜏 edges of

length at least 𝑟 that are cut by the disk.

Here an edge is cut by a disk if exactly one of its endpoints is inside

the disk. It is easy to see that a 𝜏-lanky graph has bounded degree of at

most 𝜏; and that any 𝜆-low-density graph is also 𝜆-lanky. Let us also

formally define a 𝑡-spanner.

Definition 6.5. A graph 𝑃 = (𝑉, 𝐸) is called a 𝑡-spanner if for any two

vertices 𝑢, 𝑣 ∈ 𝑉 , we have 𝑑𝑃(𝑢, 𝑣) ≤ 𝑡 · ∥𝑢 − 𝑣∥.

A query is a polygonal curve in the plane, that is, a sequence of

points in ℝ2
connected with line segments. For a query curve 𝑄, let 𝑚

be the number of points in the sequence.

Organisation. The rest of the chapter is organised as follows. We first

tackle the simpler problem of finding a path in the graph that most

closely follows a line segment between two vertices of the graph in

terms of the Fréchet distance in Section 6.1. In that setting, we find

a 3-approximation. The data structure we develop there is used later
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for obtaining a search window for when the end points of the path

are not given. In Section 6.2, we generalise this to an arbitrary query

line segment that does not have to start or end at a graph vertex, and

show how to achieve a (1 + 𝜀)-approximation. We also describe how to

report a path that corresponds to a (1 + 𝜀)-approximation. Finally, in

Section 6.3, we show how to combine the segment queries in order to

handle a complete polygonal curve.

6.1 Straight Path Queries

In this section, we present a 3-approximation to the following problem,

so that for the value 𝑟 that we return, we have min𝜋 𝑑F(𝜋, 𝑢𝑣) ≤ 𝑟 ≤
3 · min𝜋 𝑑F(𝜋, 𝑢𝑣).

Problem 6.6. Given a geometric graph 𝑃 = (𝑉, 𝐸), construct a data

structure that can answer the following queries: for a pair of vertices

𝑢, 𝑣 ∈ 𝑉 , compute min𝜋 𝑑F(𝜋, 𝑢𝑣), where 𝜋 : 𝑢 〜 𝑣 is a path in 𝑃.

In Section 6.2, we show how to generalise the query to arbitrary seg-

ment endpoints and how to improve the result to a (1+𝜀)-approximation

for any fixed 𝜀 > 0.

Let 𝑛 = |𝑉 | + |𝐸 |. In order to solve the problem efficiently, we impose

an additional constraint on 𝑃—we require that 𝑃 has a graph property

satisfying two criteria:

1. the property is decreasing monotone, so it holds on all induced

subgraphs;

2. and any graph with the property admits a small separator.

An example of such a property is planarity: any subgraph of a planar

graph is planar, and the existence of small separators in planar graphs

is a classical result [170]. However, not all road networks are planar, as

most road networks include bridges and tunnels. Instead, we require

that 𝑃 is 𝜏-lanky [167]. It is trivial to show that any subgraph of a 𝜏-lanky

graph is also 𝜏-lanky; and Le and Than [167] show that a 𝜏-lanky graph

of complexity 𝑛 admits a balanced separator of size 𝒪(𝜏
√
𝑛) that can be

found in 𝒪(𝜏𝑛) expected time.

Intuition. When constructing the data structure, we can use the al-

gorithm by Alt et al. [22] in order to compute the Fréchet distance
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between a line segment and a path in the graph. At query time, running

that algorithm would be prohibitively slow. We also want to achieve

subquadratic storage, so we cannot precompute the distances for all

pairs of vertices.

Broadly, the idea is to find sufficient structure in the graph to be

able to find a small set of vertices so that any path in the graph passes

through at least one of these vertices; we call them transit vertices. Then

we can precompute the distances between the optimal path and the line

segment when going from any vertex of the graph to one of the transit

vertices. At query time, we then only need to find an optimal transit

vertex. Since we are composing two paths, the computed distance is

only a 3-approximation.

More specifically, a balanced separator in a graph forms a set of

transit vertices. We can compute them hierarchically and store the

separators and the precomputed distances in a binary tree. With some

organisation, at query time, we can efficiently find all the relevant transit

vertices—the ones that may separate the two query vertices on a path.

Data structure. We construct a hierarchy of separators on the graph

and store it with some extra information in a binary tree. Each node

in the tree represents both an induced subgraph of 𝑃, and a separator

of that induced subgraph. Consider the node 𝑖 corresponding to some

induced subgraph 𝑃𝑖 = (𝑉𝑖 , 𝐸𝑖) of 𝑃. Conceptually, the node represents

the balanced separator 𝑆𝑖 , so the subset of vertices of 𝑃𝑖 , splitting it into

two subgraphs 𝐴𝑖 and 𝐵𝑖 .

The root stores 𝑆1 and the extra information for all pairs from𝑉 × 𝑆1,

so the top-level balanced separator for the entire graph. The two children

of each node correspond to the subgraphs 𝐴𝑖 and 𝐵𝑖 . The recursion

ends when the subgraphs in the leaves have constant size. In a leaf 𝑖,

assign 𝑆𝑖 = 𝑉𝑖 , so compute the distances for all pairs of vertices.

For every pair of vertices (𝑢, 𝑠) ∈ 𝑉𝑖 × 𝑆𝑖 , we store min𝜋 𝑑F(𝜋, 𝑢𝑠),
where 𝜋 : 𝑢 〜 𝑠 in 𝑃. (Note that a path 𝜋 may leave 𝑃𝑖 .) We call all

vertices in 𝑆𝑖 transit vertices; and all pairs (𝑢, 𝑠) for which we store the

distances are called transit pairs.
In addition, for each vertex 𝑢 ∈ 𝑉 , we store a pointer to the tree node

𝑖 so that 𝑢 ∈ 𝑆𝑖 . There is exactly one such node in the tree for every

vertex: if a vertex is part of a separator, it will not be in an induced
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subgraph further down in the recursion, and if it is never chosen to be in

a separator, then it belongs to a leaf, which is treated as 𝑆𝑖 in its entirety.

Construction. We construct the hierarchy top–down, computing the

separators on the induced subgraphs at every level using the result of

Le and Than [167]. For each transit pair (𝑝, 𝑠) in a node, we compute

the appropriate Fréchet distance in the entire graph using the algorithm

by Alt et al. [22], extended by Gudmundsson et al. [127, Lemma 13]. As

we construct the separators, we also store in a table the pointer for each

vertex to the correct node.

Distance query. Suppose the query is to find the minimal Fréchet

distance between the segment 𝑢𝑣 and any path between 𝑢 and 𝑣.

Initialise opt = ∞. First, we use the table to find the pointers to the two

nodes in the tree 𝑖 and 𝑗 so that 𝑢 ∈ 𝑆𝑖 and 𝑣 ∈ 𝑆 𝑗 . Then we find their

lowest common ancestor, call it node 𝑎. For every node 𝑎′ on the path

from 𝑎 to the root of the tree, perform the following procedure.

Denote 𝐷𝑥𝑦 = min𝜋 𝑑F(𝜋, 𝑥𝑦) over all 𝜋 : 𝑥 〜 𝑦. For the query

𝑢𝑣, denote 𝐷′
𝑥 = min𝑟∈𝑢𝑣 ∥𝑟 − 𝑥∥, so the shortest distance between 𝑥

and any point on 𝑢𝑣. For all 𝑠 ∈ 𝑆𝑎′ , fetch the stored 𝐷𝑢𝑠 and 𝐷𝑠𝑣 and

compute 𝐷′
𝑠 . Then compute 𝐷 = max(𝐷𝑢𝑠 , 𝐷𝑠𝑣) + 𝐷′

𝑠 and finally assign

opt = min(opt, 𝐷). At the end, return opt.

Running time analysis. For the distance queries, we take 𝒪(1) time to

follow the pointers; 𝒪(log 𝑛) time to find the lowest common ancestor;

and then 𝒪(1) time to check the distance per transit vertex. As we check

all transit vertices on the path from the lowest common ancestor to the

root, we can write down the worst-case recurrence as

𝑇(𝑘) = 𝑇(2𝑘/3) + 𝒪(𝜏
√
𝑘)

for a graph on 𝑘 vertices, since the balanced separator we use subdivides

the graph into two subgraphs on at most 2𝑘/3 vertices. For the entire

graph, this resolves to 𝒪(𝜏
√
𝑛). This term dominates the query time.

For the construction, we need 𝒪(𝜏𝑘) time to find a separator in a

graph of size 𝑘. In each node, for each of 𝒪(𝜏𝑘
√
𝑘) transit pairs, we

compute the distance in 𝒪(𝑛 log 𝑛) time. Assuming we build the tree
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until the leaves are of constant size, we get the recurrence

𝑇(𝑘) = 𝑇(2𝑘/3) + 𝑇(𝑘/3) + 𝒪(𝜏𝑘 + 𝜏𝑘
√
𝑘 · 𝑛 log 𝑛)

= 𝑇(2𝑘/3) + 𝑇(𝑘/3) + 𝒪(𝜏𝑘
√
𝑘 · 𝑛 log 𝑛) ,

which resolves to 𝒪(𝜏𝑛5/2

log 𝑛) overall.

Space. We store a table of pointers of size 𝒪(𝑛) and the main data

structure. For a graph on 𝑘 vertices, we store constant-size data for each

transit pair; and there are 𝒪(𝜏𝑘
√
𝑘) transit pairs. Overall, the space used

is represented by the recurrence

𝑇(𝑘) = 𝑇(2𝑘/3) + 𝑇(𝑘/3) + 𝒪(𝜏𝑘
√
𝑘) ,

which resolves to 𝒪(𝜏𝑛
√
𝑛).

Correctness. It remains to show that the described query procedure

gives us an appropriate distance. First, assume that we do consider an op-

timal transit vertex; we show that we indeed compute a 3-approximation.

The following proof is essentially given by Gudmundsson et al. [127,

Theorem 4.1], relying on a further statement [95, Lemma 5.5], and using

a semi-separated pair decomposition rather than separators. We include

the proof for the sake of completeness and ease of reading.

Lemma 6.7. Suppose that opt = min𝜋′ 𝑑F(𝜋′, 𝑢𝑣) for query 𝑢𝑣 and 𝜋′
:

𝑢 〜 𝑣, and that 𝜋 = arg min𝜋′ 𝑑F(𝜋′, 𝑢𝑣) passes through a transit vertex
𝑠, so 𝜋 : 𝑢 〜 𝑠 〜 𝑣. Let 𝑠′ be the transit vertex that minimises 𝐷 =

max(𝐷𝑢𝑠′ , 𝐷𝑠′𝑣) + 𝐷′
𝑠′ . If 𝑠 is considered when finding 𝐷, then opt ≤ 𝐷 ≤

3 · opt.

Proof. Let 𝜋𝑢𝑠′ = arg min𝜋′ 𝑑F(𝜋′, 𝑢𝑠′) over 𝜋′
: 𝑢 〜 𝑠′, and define 𝜋𝑠′𝑣

similarly. Note that the composition of these paths 𝜋𝑢𝑠′ ◦ 𝜋𝑠′𝑣 does not

have to be the same as 𝜋. Let 𝑡 be the point on 𝑢𝑣 closest to 𝑠′. Then

opt = 𝑑F(𝜋, 𝑢𝑣) ≤ 𝑑F(𝜋𝑢𝑠′ ◦ 𝜋𝑠′𝑣 , 𝑢𝑣) ≤ max

(︁
𝑑F(𝜋𝑢𝑠′ , 𝑢𝑡), 𝑑F(𝜋𝑠′𝑣 , 𝑡𝑣)

)︁
≤ max

(︁
𝑑F(𝜋𝑢𝑠′ , 𝑢𝑠′) + ∥𝑠′ − 𝑡∥ , 𝑑F(𝜋𝑠′𝑣 , 𝑠′𝑣) + ∥𝑠′ − 𝑡∥

)︁
= ∥𝑠′ − 𝑡∥ + max

(︁
𝑑F(𝜋𝑢𝑠′ , 𝑢𝑠′), 𝑑F(𝜋𝑠′𝑣 , 𝑠′𝑣)

)︁
= 𝐷′

𝑠′ + max(𝐷𝑢𝑠′ , 𝐷𝑠′𝑣) = 𝐷 .
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Figure 6.2. A representation of the hierarchy (left) for the graph (right). A query

segment is shown in purple, a possible path in blue. We check nodes 5, 2, and

1. If we pick the transit vertex in 5, then the path may be 10 → 2 → 5, so we

may need to go up the tree to find the next transit pair.

On the other hand, note that𝐷 ≤ max(𝐷𝑢𝑠 , 𝐷𝑠𝑣)+𝐷′
𝑠 , as 𝑠′ minimises

that expression. We also have𝐷′
𝑠 ≤ 𝑑F(𝜋, 𝑢𝑣). Let 𝜋(𝑢, 𝑠) be the subpath

of 𝜋 from 𝑢 to 𝑠. Let 𝑟 be the point in 𝑢𝑣 that is aligned to 𝑠 in the

Fréchet alignment between 𝜋 and 𝑢𝑣. Then

𝐷𝑢𝑠 = 𝑑F(𝜋𝑢𝑠 , 𝑢𝑠) ≤ 𝑑F(𝜋(𝑢, 𝑠), 𝑢𝑠)
≤ 𝑑F(𝜋(𝑢, 𝑠), 𝑢𝑟) + 𝑑F(𝑢𝑟, 𝑢𝑠)
= 𝑑F(𝜋(𝑢, 𝑠), 𝑢𝑟) + ∥𝑟 − 𝑠∥
≤ 𝑑F(𝜋, 𝑢𝑣) + 𝑑F(𝜋, 𝑢𝑣) = 2𝑑F(𝜋, 𝑢𝑣) .

Using the same argument for 𝐷𝑠𝑣 , we conclude

𝐷 ≤ 𝐷′
𝑠 + max(𝐷𝑢𝑠 , 𝐷𝑠𝑣) ≤ 𝑑F(𝜋, 𝑢𝑣) + 2𝑑F(𝜋, 𝑢𝑣) = 3𝑑F(𝜋, 𝑢𝑣) ,

and so opt ≤ 𝐷 ≤ 3 · opt and the value is a 3-approximation. □

Now we show that we consider all the relevant transit vertices. See

Figure 6.2.

Lemma 6.8. For the query 𝑢𝑣, the procedure considers a transit vertex 𝑠 such
that 𝑠 lies on the optimal path 𝜋 = arg min𝜋′ 𝑑F(𝜋′, 𝑢𝑣), where 𝜋′

: 𝑢 〜 𝑣.

Proof. We consider two cases based on where the lowest common

ancestor is found. First, suppose that the lowest common ancestor 𝑎

contains 𝑢, 𝑣, or both 𝑢 and 𝑣 in the separator. In other words, 𝑢 ∈ 𝑆𝑎 or

𝑣 ∈ 𝑆𝑎 , and so 𝑠 = 𝑢 or 𝑠 = 𝑣. Then 𝜋 passes through 𝑠, and we consider

𝑠 as a transit vertex.
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Now assume that the lowest common ancestor 𝑎 does not contain 𝑢

or 𝑣 in the separator; then 𝑢 and 𝑣 are separated by 𝑆𝑎 . Without loss of

generality, let 𝑢 ∈ 𝐴𝑎 and 𝑣 ∈ 𝐵𝑎 . If the path 𝜋 stays within the subgraph

𝑃𝑎 , then it has to go through some 𝑠 ∈ 𝑆𝑎 , which we consider. If not,

then it goes through some separator that separates 𝑃𝑎 from the rest of

the graph; and we consider exactly all the vertices in these separators,

as they fall on the path from 𝑎 to the root. □

Bringing the above considerations together, we get the main result

of this section.

Theorem 6.9. Given a 𝜏-lanky graph of complexity 𝑛, we can construct a data
structure for Problem 6.6 in time 𝒪(𝜏𝑛5/2

log 𝑛), using 𝒪(𝜏𝑛
√
𝑛) space, that

supports distance queries in time 𝒪(𝜏
√
𝑛).

6.2 Map-Matching Segment Queries

In this section, we generalise the construction we just presented to

compute a (1 + 𝜀)-approximation and to handle reporting, as well as to

support arbitrary query line segments.

Problem 6.10. Given a geometric graph 𝑃 = (𝑉, 𝐸), construct a data

structure that can answer the following queries: for a line segment 𝑝𝑞

in the plane,

1. compute min𝜋 𝑑F(𝜋, 𝑝𝑞) and

2. report arg min𝜋 𝑑F(𝜋, 𝑝𝑞),
where 𝜋 ranges over all paths between two vertices in 𝑃.

For distance queries, we closely follow the work of Gudmundsson

et al. [127], which in turn follows the approach of Driemel and Har-

Peled [95]. The latter appears at first to be devoted to a rather different

problem, but turns out to be very helpful in the map-matching setting.

Data structure for distance queries with fixed path endpoints. We

can immediately use the approach of Section 6.1 on arbitrary segments.

Suppose the query is a pair of vertices 𝑢, 𝑣 ∈ 𝑉 and a segment 𝑝𝑞 ⊂ ℝ2
.

Then we can find a 3-approximation to min𝜋 𝑑F(𝜋, 𝑝𝑞), where 𝜋 : 𝑢 〜 𝑣.

To achieve that, we just need to define 𝐷′
𝑠′ = 𝑑F(𝑢𝑠′ ◦ 𝑠′𝑣, 𝑝𝑞) and let 𝑡

be the point on 𝑝𝑞 aligned with 𝑠′ under this matching.
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We can directly use the following statement [127, Lemma 15], which

closely mimics the approach of Driemel and Har-Peled [95, Lemma 5.8]:

Lemma 6.11. Let 𝑢, 𝑣 ∈ 𝑉 be a fixed pair of vertices. Let 𝜀 > 0 and
𝜒 = 1/𝜀2 log 1/𝜀. In 𝒪(𝜒2𝑛 log 𝑛) time and using 𝒪(𝜒2) space, one can
construct a data structure that, given a query segment 𝑝𝑞 in the plane, returns
in 𝒪(1) time a (1 + 𝜀)-approximation to min𝜋 𝑑F(𝜋, 𝑝𝑞), where 𝜋 : 𝑢 〜 𝑣.

The idea behind this lemma is to construct an exponential grid

around both fixed vertices, so that the grid is denser close to the vertices.

There is an upper bound and a lower bound on how far the grid

goes, which is based on 𝜀 and min𝜋 𝑑F(𝜋, 𝑢𝑣). If the segment 𝑝𝑞 is

closer to 𝑢𝑣 than the smallest grid cell, then taking min𝜋 𝑑F(𝜋, 𝑢𝑣) gives

us a good approximation; if the segment is very far, then 𝑑F(𝑝𝑞, 𝑢𝑣)
dominates. Otherwise, we are guaranteed that there are grid points

𝑝′ and 𝑞′ that match 𝑝 and 𝑞 closely with respect to 𝑢 and 𝑣. We can

simply precompute min𝜋 𝑑F(𝜋, 𝑝′𝑞′) for all pairs of points 𝑝′ and 𝑞′ and

return an appropriate value in constant time when given a query. See

Figure 6.3.

In order to improve the approximation ratio to 1+𝜀, we use Lemma 16

by Gudmundsson et al. [127], substituting our data structure of The-

orem 6.9 for their data structure of Lemma 14. The argument is the same:

we can construct a grid around each graph vertex and precompute the

distances for all pairs of grid vertices for each transit pair; and we can

store that in the data structure of Theorem 6.9. At query time, when

testing each transit vertex 𝑠, we subsample the relevant part of segment

𝑝𝑞 with 𝒪(1/𝜀) points to find an optimal spot that should align with 𝑠.

We use the data structure of Theorem 6.9 to make sure we do not need

to sample too many points. Plugging in our time and space bounds, we

get the following lemma.

Lemma 6.12. Let 𝜀 > 0 and 𝜒 = 1/𝜀2 log 1/𝜀. In time 𝒪(𝜏𝜒2𝑛
5/2

log 𝑛) and
using 𝒪(𝜏𝜒2𝑛

√
𝑛) space, we can construct a data structure that, given a query

segment 𝑝𝑞 in the plane and a pair of vertices 𝑢, 𝑣 ∈ 𝑉 , returns in 𝒪(𝜏/𝜀
√
𝑛)

time a (1 + 𝜀)-approximation to min𝜋 𝑑F(𝜋, 𝑝𝑞), where 𝜋 : 𝑢 〜 𝑣.

Reporting a path. Next we discuss the modifications needed to report

a curve that realises the (1 + 𝜀)-approximate distance. We can perform
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an approximate distance query first. Once we have the distance, we can

find the transit pairs that realise it; with these pairs, we can store the

next vertex on the optimal path. We can then repeat these queries with

the resulting new pairs. We need to show how to do this sequence of

queries; and we need to show that this preserves consistency, i.e. that an

approximate route for a subpath is also approximate for the complete

path.

Recall that when computing the (1 + 𝜀)-approximation, we consider

a ball of a certain radius around a transit vertex, and we take 𝒪(1/𝜀)
sample points on the query segment 𝑝𝑞 inside the ball, to test the Fréchet

alignment with the transit vertex. The first modification is that we

impose fixed coordinates for the sample points: they have to be located

at points that are 𝒪(𝑐/𝜀) away from a fixed point on the line containing

𝑝𝑞 for some natural 𝑐.

Next, we describe the necessary modifications to the data structure

of Lemma 6.12. With each transit pair and for each pair of grid points,

in addition to the Fréchet distance, we also store the first vertex on the

optimal path, so 𝑢′ ∈ 𝑉 such that for 𝜋′ = arg min𝜋 𝑑F(𝜋, 𝑝𝑟), we have

𝜋′
: 𝑢 → 𝑢′ 〜 𝑠. (Here 𝑟 is the point on 𝑝𝑞 that maps to 𝑠.)

The query proceeds as follows. First, we perform the distance query

for 𝑝𝑞 and record the optimal transit vertex 𝑠. Find the point 𝑟 among the

𝒪(1/𝜀) samples on 𝑝𝑞 that aligns with 𝑠. Query the pairs (𝑢, 𝑠) and (𝑠, 𝑣)
with 𝑝𝑟 and 𝑟𝑞, respectively, and retrieve the stored adjacent vertices

𝑢′ and 𝑣′. Again, find the optimal alignment points on 𝑝𝑟 and 𝑟𝑞; find

pairs (𝑢′′, 𝑠) and (𝑠, 𝑣′′); repeat until the complete path is reported. In

the special case when 𝑠 = 𝑣 or 𝑠 = 𝑢, only one sequence of queries has

to be performed. If 𝑢 and 𝑣 are both in a leaf, we can proceed as if 𝑠 = 𝑣.

See Figure 6.3.

Suppose the transit vertex 𝑠 is stored in some 𝑆𝑖 . If the optimal path

leaves 𝑃𝑖 , then it is possible that 𝑢′ is not in 𝑃𝑖 , and so the pair (𝑢′, 𝑠)
is not stored in node 𝑖. However, then 𝑢′ must be in some separator

separating 𝑃𝑖 from a different subgraph 𝑃𝑗 . Furthermore, note that the

separator in question must be on the path from 𝑖 to the root. Thus, we

can go up until we find 𝑢′ ∈ 𝑆 𝑗 for some 𝑗 < 𝑖. We can continue the

procedure, now for the transit pair (𝑠, 𝑢′), finding some 𝑠′ so that the

path is of the shape 𝑠 → 𝑠′ 〜 𝑢′. See Figures 6.2 and 6.3.

We briefly analyse the time and space bounds. The relevant vertex can

be obtained from the free-space diagram when computing the Fréchet



Chapter 6. Map-Matching Queries on Low-Density Spanners 179

𝑣

𝑠

𝑢′
𝑢

𝑝

𝑞

𝑟

Figure 6.3. A query trajectory 𝑝𝑞 is shown in purple, and the reported path in

the graph is shown in blue. We sample points on 𝑝𝑞 at regular distance and

snap them to the exponential grid around the graph vertices. Once we find 𝑟

on 𝑝𝑞 that aligns with the transit vertex 𝑠, we can query the pair (𝑢, 𝑠) with the

(snapped) segment 𝑝𝑟 to find the next vertex 𝑢′.

distance. As we store constant extra information, the preprocessing and

space bounds are unchanged. For the query time, in addition to the

distance query, we report a path of length ℓ . To find each next vertex, we

find the correct transit pair in constant time, then test 𝒪(1/𝜀) alignment

options. We may have to go up the tree; however, as we never go down

the tree, that traversal happens only once per query. Therefore, the

extra time needed to report the path with ℓ vertices is 𝒪(log 𝑛 + ℓ/𝜀).
It remains to show that the reported path indeed corresponds to a

(1 + 𝜀)-approximation.

Lemma 6.13. For query 𝑝𝑞, if 𝜋 = arg min𝜋∗ 𝑑F(𝜋∗ , 𝑝𝑞) has the shape
𝜋 : 𝑢 → 𝑢′ 〜 𝑠, and 𝑢′ is aligned to some 𝑝′ ∈ 𝑝𝑞 under the Fréchet
alignment, then 𝜋′ = arg min𝜋∗ 𝑑F(𝜋∗ , 𝑝′𝑞) of the shape 𝜋′

: 𝑢′ 〜 𝑠 is a
subpath of 𝜋.

Proof. Without loss of generality, we can assume that 𝑠 is a transit vertex.

If the distances were computed exactly, the statement would clearly

hold. We need to show that the sampling and the grid do not introduce

inconsistencies.

Recall that the sample points are placed on the line segment inde-

pendently from context. Therefore, the location of sample points is

the same on 𝑝𝑞 and 𝑝′𝑞. Furthermore, we always snap these original

sample points to the grid, and the grid does not depend on the path.

Therefore, we can view 𝑝𝑞 as a sequence of grid points that all possible

sample points would snap to; and 𝑝′𝑞 then snaps to a subsequence
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of those grid points. For the pairs of grid points, the distances are

computed directly. Therefore, we do not introduce any additional error,

compared to a distance query, and so the reported path corresponds to

a (1 + 𝜀)-approximation. □

Data structure for finding the path endpoints. So far, we only required

that 𝑃 is 𝜏-lanky. For the next data structure, we also need 𝑃 to be a

𝑡-spanner. Recall that 𝑑𝑃(𝑢, 𝑣) denotes the shortest path distance in the

graph between the vertices 𝑢 and 𝑣. If 𝑃 = (𝑉, 𝐸) is a 𝑡-spanner, then

for any 𝑢, 𝑣 ∈ 𝑉 , we have 𝑑𝑃(𝑢, 𝑣) ≤ 𝑡 · ∥𝑢 − 𝑣∥. To solve Problem 6.10,

we need one more data structure. Lemma 6.12 still requires us to

pick vertices 𝑢 and 𝑣 to check the paths 𝜋 : 𝑢 〜 𝑣. We need to be

able to select a subset of candidate vertices, so that we can obtain a

(1 + 𝜀)-approximation, but the subset is still small enough. To that aim,

we perform the same procedure as Gudmundsson et al. [127], but get

different bounds.

In particular, we run Gonzalez’s 𝑘-centre clustering algorithm [118]

for 𝑘 = 𝑛 on the vertices of the graph 𝑃 = (𝑉, 𝐸) using the distance 𝑑𝑃 .

In short, the algorithm selects cluster centres from 𝑉 iteratively, starting

with a random one; and each following one is the furthest away from

any other centre. Let 𝑐1 be the first (random) centre. Define the radius of

a clustering to be the maximum distance from any vertex to its closest

centre. Denote 𝐶𝑖 = {𝑐1 , . . . , 𝑐𝑖}. Then for all 2 ≤ 𝑖 ≤ 𝑛, we compute

𝑐𝑖 = arg max

𝑣∈𝑉
min

𝑐∈𝐶𝑖−1

𝑑𝑃(𝑣, 𝑐) , 𝑟𝑖 = max

𝑣∈𝑉
min

𝑐∈𝐶𝑖
𝑑𝑃(𝑣, 𝑐) .

We obtain a sequence ⟨(𝐶1 , 𝑟1), . . . , (𝐶𝑛 , 𝑟𝑛)⟩, where 𝑟𝑛 = 0, since all

vertices are centres. Using this sequence, we can show the following

lemma.

Lemma 6.14. Let 𝑃 = (𝑉, 𝐸) be a 𝑡-spanner and let 𝑆 be a square in the plane
with side length 2𝑟. Then there exists a set of vertices 𝑇 ⊆ 𝑉 satisfying two
properties:

1. |𝑇 | = 𝒪((𝑡/𝜀)2), and

2. for all 𝑣 ∈ 𝑉 ∩ 𝑆, there is 𝑧 ∈ 𝑇 such that 𝑑𝑃(𝑣, 𝑧) ≤ 𝜀𝑟.

Proof. Let 𝑖 be the index so that 𝑟𝑖 ≥ 𝜀𝑟 and 𝑟𝑖+1 < 𝜀𝑟. This is always

possible, since 𝑟𝑛 = 0. Take 𝑆′ to be the square concentric with 𝑆, but
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with the side length of 4𝑟, and let 𝑇 = 𝐶𝑖+1 ∩ 𝑆′. The second property is

immediately satisfied, since any vertex, including those in 𝑆, is closer

than 𝜀𝑟 to some centre; and choosing 𝑆′ this way ensures that we cannot

exclude any relevant centres, since 𝜀 < 1.

To see that the first property is true, consider 𝐶𝑖 . Due to the sequence

of picking centres, we know that any two vertices 𝑐 𝑗 and 𝑐ℓ with 𝑗 < ℓ in

𝑇 are far apart, i.e. 𝑑𝑃(𝑐 𝑗 , 𝑐ℓ ) ≥ 𝜀𝑟. If this were not true, then 𝑐ℓ would

not have been chosen as a centre, since there still are vertices in 𝑉 that

are further than 𝜀𝑟 away from any centre. But then we know

𝜀𝑟 ≤ 𝑑𝑃(𝑐 𝑗 , 𝑐ℓ ) ≤ 𝑡 · ∥𝑐 𝑗 − 𝑐ℓ ∥ ,

so any two points are at least 𝜀/𝑡 · 𝑟 apart in the plane. In a square with

side length 4𝑟, we can only pack 𝒪((𝑡/𝜀)2) of these vertices. 𝐶𝑖+1 has only

one more vertex, so the first property holds for 𝑇, as well. □

Gudmundsson et al. [127] show how to construct a data structure

based on their version of Lemma 6.14. The proof is exactly the same;

only the bounds change.

Lemma 6.15. Let𝑃 = (𝑉, 𝐸) be a 𝑡-spanner, and let 0 ≤ 𝜀 ≤ 1. In𝒪(𝑛2
log 𝑛)

time and using 𝒪(𝑛 log 𝑛) space, we can construct a data structure that, given
a query square 𝑆 in the plane with side length 2𝑟, returns a set of vertices 𝑇
satisfying Lemma 6.14 in time 𝒪(log 𝑛 + (𝑡/𝜀)2)).

The main theorem of this section follows using our data structures.

Theorem 6.16. Given a 𝜏-lanky 𝑡-spanner of complexity 𝑛, we can construct
the data structure for Problem 6.10 in time 𝒪(𝜏𝜀−4

log
2(1/𝜀)𝑛5/2

log 𝑛) and
using 𝒪(𝜏𝜀−4

log
2(1/𝜀)𝑛

√
𝑛) space, so the distance queries can be answered in

time 𝒪(𝜏𝑡8𝜀−9
√
𝑛 log 𝑛(log 𝑛 + 𝜏/𝜀)); and the reporting queries for a path of

length ℓ can be answered in 𝒪(ℓ/𝜀) additional time.

Proof. The changes we made for reporting do not affect Lemma 6.15, so

the proof of Gudmundsson et al. [127] applies. We only discuss the time

bounds. Preprocessing simply consists of building the data structures

for Lemmas 6.12 and 6.15. For the query time, consider first the decision

version of the algorithm. We query the data structure of Lemma 6.15

twice; and then for every pair of possible matching vertices, we query

the data structure of Lemma 6.12. The second step dominates, taking

𝒪(𝜏𝑡4𝜀−5
√
𝑛) time.
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For the optimisation version, we use parametric search with𝑁𝑃 =
√
𝑛

parallel processors. The sequential version runs in the same time as

the decision version, so 𝑇𝑆 = 𝒪(𝜏𝑡4𝜀−5
√
𝑛). In the parallel version,

querying the distance data structure can be done with

√
𝑛 processors,

each performing 𝒪(𝜏/𝜀) amount of work, then combining the values to

find the minimum in 𝒪(log 𝑛) time. Thus, 𝑇𝑃 = 𝒪((𝑡/𝜀)4 · (𝜏/𝜀 + log 𝑛)).
The time for the optimisation version is now 𝒪(𝑁𝑃𝑇𝑃 + 𝑇𝑃𝑇𝑆 log𝑁𝑃).
This amounts to 𝒪(𝜏𝑡8𝜀−9

√
𝑛 log 𝑛(log 𝑛 + 𝜏/𝜀)).

For the reporting query, perform the distance query and record the

optimal path endpoints; then, as we discussed, it costs extra 𝒪(ℓ/𝜀) time

to report a path of length ℓ . □

6.3 General Map-Matching Queries

In this section, we generalise the problem again to handle a polygonal

curve rather than a line segment as a query. The procedure is very

similar; however, we want to make sure that the Fréchet alignment

between a query curve and a path can align vertices of the query to

points on graph edges, and not just to graph vertices. To that effect, we

need to extend Lemma 6.14 so we can sample a small number of points

on graph edges.

Gudmundsson et al. [127] use 𝑐-packedness again; however, in our

setting, the 𝑡-spanner property is not sufficient, as it does not give us

guarantees about the graph distance between points on the edges. Here

we require the graph to also be 𝜆-low density.

Lemma 6.17. Let 𝑃 = (𝑉, 𝐸) be a 𝜆-low-density 𝑡-spanner, let 𝐹 = { 𝑓 ∈ ℝ2 |
𝑓 ∈ 𝑒 , 𝑒 ∈ 𝐸}, and let 𝑆 be a square in the plane with side length 2𝑟. Then
there exists a set of points 𝑇 ⊆ 𝐹 satisfying two properties:

1. |𝑇 | = 𝒪(𝑡2/𝜀2 + 𝜆/𝜀3), and

2. for all 𝑝 ∈ 𝐹 ∩ 𝑆, there is 𝑧 ∈ 𝑇 such that 𝑑𝑃(𝑝, 𝑧) ≤ 𝜀𝑟.

Proof. We can use Lemma 6.14 with 𝜀′ = 𝜀/2 to obtain the set 𝑇1 of size

𝒪((𝑡/𝜀′)2) so that for all 𝑣 ∈ 𝑉 ∩ 𝑆, 𝑑𝑃(𝑝, 𝑧) ≤ 𝜀′𝑟 for some 𝑧 ∈ 𝑇1. Define

𝐸𝑟 ⊆ 𝐸 to contain the edges of length at least 𝜀𝑟. Let 𝑆′ be a square

concentric with 𝑆 but with the side length 4𝑟. For each 𝑒 ∈ 𝐸𝑟 , choose

𝒪(1/𝜀) evenly spaced points on 𝑒 ∩ 𝑆′ with the distance between them of

at most 𝜀𝑟. Let 𝑇2 be the set of all such points, and assign 𝑇 = 𝑇1 ∪ 𝑇2.
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We first show that the first property holds. For 𝑇2, we need to bound

the size of 𝐸𝑟 ∩ 𝑆′. As 𝑃 is 𝜆-low density, we know that there are at

most 𝜆 edges of length at least 𝜀𝑟 intersecting any disk of diameter 𝜀𝑟,
and every edge has 𝒪(1/𝜀) sample points. We can cover 𝑆′ with 𝒪((1/𝜀)2)
such disks, so |𝑇2 | = 𝒪(𝜆(1/𝜀)3). Therefore, |𝑇 | = 𝒪(𝑡2/𝜀2 + 𝜆/𝜀3).

Now consider the second property. Note that 𝑉 ⊂ 𝐹. For any 𝑣 ∈
𝑉 ∩ 𝑆, we immediately conclude that the property holds by Lemma 6.14.

For any 𝑝 ∈ 𝑒∩𝑆, 𝑒 ∈ 𝐸with |𝑒 | ≤ 𝜀𝑟, note that both endpoints of 𝑒 lie in𝑆′.
So there is a vertex 𝑣 ∈ 𝑉 ∩ 𝑆′ so that 𝑑𝑃(𝑝, 𝑣) ≤ 𝜀′𝑟, and by Lemma 6.14,

𝑑𝑃(𝑣, 𝑧) ≤ 𝜀′𝑟 for some 𝑧 ∈ 𝑇1. Therefore, 𝑑𝑃(𝑝, 𝑧) ≤ 2𝜀′𝑟 = 𝜀𝑟. Finally,

for any 𝑝 ∈ 𝑒 ∩ 𝑆, 𝑒 ∈ 𝐸𝑟 , it is clear that there is a point not further than

𝜀𝑟 in 𝑇2. □

We can build a data structure just as Gudmundsson et al. [127]. We

need to show that it is possible to do so in our setting. We start by stating

a definition of 𝜆-low density in 𝑅3
.

Definition 6.18. A set of objects in ℝ3
is 𝑘-low density if, for every

axis-parallel cube 𝐻𝑟 with side length 𝑟, there are at most 𝑘 objects of

size at least 𝑟 that intersect 𝐻𝑟 . The size of an object is the side length of

its smallest axis-parallel enclosing cube.

Definition 6.19. Given a segment 𝑒 ⊂ ℝ2
and 0 < 𝜀 < 1, define

trough(𝑒 , 𝜀) = {(𝑥, 𝑦, 𝑧) ∈ ℝ3 | 𝑑((𝑥, 𝑦), 𝑒) ≤ 4𝑧 ≤ 8|𝑒 |/𝜀} ,

where 𝑑((𝑥, 𝑦), 𝑒) is the distance from (𝑥, 𝑦) to the closest point on 𝑒.

A trough is a three-dimensional object consisting of two half-cones

and a triangular prism. Any 𝑧-slice can be seen as a 𝑧-neighbourhood

of 𝑒. We show the following lemma.

Lemma 6.20. Let 𝑃 = (𝑉, 𝐸) be 𝜆-low density, and let 0 < 𝜀 < 1. The set
{trough(𝑒 , 𝜀) | 𝑒 ∈ 𝐸} is 𝑘-low density for 𝑘 = 𝒪(𝜆/𝜀2).

Proof. We first bound the size of trough(𝑒 , 𝜀). Let (𝑥, 𝑦, 𝑧) ∈ trough(𝑒 , 𝜀).
Note that 0 ≤ 𝑧 ≤ 2|𝑒 |/𝜀. Furthermore, 𝑑((𝑥, 𝑦), 𝑒) ≤ 8|𝑒 |/𝜀, so (𝑥, 𝑦) must

lie inside a disk centred at the midpoint of 𝑒 with radius 9|𝑒 |/𝜀. Thus

(𝑥, 𝑦, 𝑧) lies inside a cube with side length 18|𝑒 |/𝜀, which bounds the size

of trough(𝑒 , 𝜀).
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Let 𝐻𝑟 be an axis-parallel cube with side length 𝑟, and let its smallest

𝑧-coordinate be 𝑧min ≥ 0. Suppose trough(𝑒 , 𝜀) of size at least 𝑟 intersects

𝐻𝑟 , and let (𝑥, 𝑦, 𝑧) be a point in the intersection. Let ℎ be the projection

of the centre of 𝐻𝑟 onto the plane 𝑧 = 0. Then

𝑑(ℎ, 𝑒) ≤ 𝑑(ℎ, (𝑥, 𝑦)) + 𝑑((𝑥, 𝑦), 𝑒) ≤ 𝑟 + 4𝑧 ≤ 5𝑟 + 4𝑧min ,

where the first step follows by the triangle inequality, the second by

(𝑥, 𝑦, 𝑧) lying in the intersection, and the third by 𝑧 ≤ 𝑧min + 𝑟. Further-

more, the size of trough(𝑒 , 𝜀) is at least 𝑟 and at most 18|𝑒 |/𝜀, so 𝑟 ≤ 18|𝑒 |/𝜀;
and 𝑧min ≤ 2|𝑒 |/𝜀. Therefore,

5𝑟 + 4𝑧min ≤ 98|𝑒 |/𝜀 .

So we know |𝑒 | ≥ (5𝑟 + 4𝑧min) · 𝜀/98. By 𝜆-low-density property, any

ball with diameter (5𝑟 + 4𝑧min) · 𝜀/98 is intersected by at most 𝜆 such

edges. Consider a disk in 𝑧 = 0 with diameter 2 · (5𝑟 + 4𝑧min) centred

at ℎ. It can be covered by 𝑐/𝜀2 smaller disks for a constant 𝑐, so there

may be at most 𝑘 = 𝑐𝜆/𝜀2 edges close enough to ℎ for 𝐻𝑟 to intersect their

troughs; and so the set of troughs is 𝑘-low density. □

Using the range searching data structure for low-density sets by

Schwarzkopf and Vleugels [199], we obtain the following result.

Lemma 6.21. Let 𝑃 = (𝑉, 𝐸) be a 𝜆-low-density 𝑡-spanner, let 0 ≤ 𝜀 ≤ 1,
and let 𝐹 = { 𝑓 ∈ ℝ2 | 𝑓 ∈ 𝑒 , 𝑒 ∈ 𝐸}. In 𝒪(𝑛2

log 𝑛 + 𝜆/𝜀2 · 𝑛 log 𝑛) time
and using 𝒪(𝑛 log

2 𝑛 + 𝑛 · 𝜆/𝜀2) space, we can construct a data structure that,
given a query square 𝑆 in the plane with side length 2𝑟, returns a set of vertices
𝑇 satisfying Lemma 6.17 in time 𝒪(log

2 𝑛 + 𝑡2/𝜀2 + 𝜆/𝜀3).

Finally, we obtain the main result of the chapter. The proof of

Gudmundsson et al. [127, Theorem 3] applies here directly, instead

using the data structures of Lemmas 6.12 and 6.21. In short, one can

design a decision procedure and then use parametric search. For the

decision procedure, we can find a small set of points that each vertex of

the query curve may match to, and then construct a directed graph with

these as vertices where the weights correspond to the Fréchet distance

obtained from our other data structure. For querying that data structure,

when considering a point on an edge, we check both its endpoints.
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Theorem 6.3. Suppose we are given a 𝜆-low-density 𝑡-spanner of complexity
𝑛 and a fixed 0 < 𝜀 < 1. Let 𝜒 = 1/𝜀2 log 1/𝜀 and let 𝜑 = (𝜆/𝜀3 + 𝑡2/𝜀2)2. In
time 𝒪(𝜆𝜒2𝑛

5/2

log 𝑛) and using 𝒪(𝜆𝜒2𝑛
3/2) space, we can construct a data

structure for Problem 6.2 achieving a (1 + 𝜀)-approximation that performs
distance queries in time 𝒪(𝑚

√
𝑛 log𝑚𝑛 ·𝜑 · 𝜆/𝜀 · (log

2 𝑛+ log 𝑛 ·𝜑+𝜑 · 𝜆/𝜀)),
and answers the reporting queries for a path of length ℓ in 𝒪(ℓ/𝜀) extra time.

Proof. See the proof by Gudmundsson et al. [127, Theorem 3], but using

Lemmas 6.12 and 6.21. We analyse the space and time requirements.

For preprocessing and space, we construct the two data structures. For

distance queries, we first analyse the decision version.

We query the data structure of Lemma 6.21 𝑚 times to obtain the

candidate points. Then we construct a directed graph with 𝒪(𝑚 · (𝜆/𝜀3 +
𝑡2/𝜀2)2) edges. For each edge, we do a constant number of queries to

the data structure of Lemma 6.12, each taking 𝒪(
√
𝑛 · 𝜆/𝜀) time. Finally,

we decide if there is a suitable directed path in the graph. Overall, the

decision version takes 𝒪(𝑚
√
𝑛 · 𝜆/𝜀 · (𝜆/𝜀3 + 𝑡2/𝜀2)2) time.

For the optimisation version, we apply parametric search using

𝑁𝑃 = 𝑚
√
𝑛 parallel processors. The sequential version runs in the same

time as the decision version, so 𝑇𝑆 = 𝒪(𝑚
√
𝑛 · 𝜆/𝜀 · (𝜆/𝜀3 + 𝑡2/𝜀2)2). In

the parallel version, the steps for each of 𝑚 points can be executed in

parallel; and finding the weight of an edge by querying the distance

data structure can be done with

√
𝑛 processors, each performing 𝒪(𝜆/𝜀)

amount of work, then combining the values to find the minimum in

𝒪(log 𝑛) time. Thus, 𝑇𝑃 = 𝒪(log
2 𝑛 + (𝜆/𝜀 + log 𝑛) · (𝜆/𝜀3 + 𝑡2/𝜀2)2). The

time for the optimisation version is now 𝒪(𝑁𝑃𝑇𝑃 + 𝑇𝑃𝑇𝑆 log𝑁𝑃). Let

𝜑 = (𝜆/𝜀3 + 𝑡2/𝜀2)2; then the query time is

𝒪
(︁
𝑚
√
𝑛 log𝑚𝑛 · 𝜑 · 𝜆/𝜀 · (log

2 𝑛 + log 𝑛 · 𝜑 + 𝜑 · 𝜆/𝜀)
)︁
.

Treating 𝑡 and 𝜆 as constant, we get 𝒪(𝑚
√
𝑛 log𝑚𝑛 · 𝜀−7 · (log

2 𝑛 +
𝜀−6

log 𝑛 + 𝜀−7)); and treating also 𝜀 as a constant, the query time

becomes 𝒪(𝑚
√
𝑛 log𝑚𝑛 log

2 𝑛).
Finally, for the reporting query, we first run the distance query and

record the path in the graph, as well as the edges aligned with the query

curve vertices, and record the optimal order of endpoints of these edges.

Now we can simply perform the individual segment reporting queries,

as before, costing us extra 𝒪(ℓ/𝜀) time for a path of length ℓ . □



Chapter 6. Map-Matching Queries on Low-Density Spanners 186

6.4 Conclusions

In this chapter, we have considered the problem of matching an unres-

tricted trajectory to a realistic map under the Fréchet distance, having

preprocessed the map to achieve faster queries. We have shown how to

compute the approximate distance to the closest path in the map and

how to report the corresponding path. We believe this approach has a

very natural set of graph assumptions and reasonable running times.

The running times depend on 𝑡 and 𝜆, but we do not need to compute

these parameters to execute the algorithm. However, we need to set 𝜀
before building the data structure; while not a significant issue, it is a

minor obstacle in face of practicality, so it would be interesting to resolve

it—in particular, the solution then cannot use exponential grids as we

do. In future work, it would be interesting to see if one could change the

machinery for matching the endpoints to lower the assumptions on the

graph even further. Of course, it is also possible that there is an equally

reasonable set of assumptions that would make the procedure faster.



CHAPTER 7
Segment Visibility Counting

Queries in Polygons

In this final chapter, we turn our attention to the following problem. Let

𝑃 be a simple polygon with 𝑛 vertices, and let 𝐴 be a set of 𝑚 points or

line segments inside 𝑃. We develop efficient data structures for visibility
counting queries in which we wish to report the number of objects from 𝐴

visible to some (constant-complexity) query object 𝑄. An object 𝑋 in 𝐴

is visible from 𝑄 if there is a line segment connecting 𝑋 and 𝑄 contained

in 𝑃; other objects in 𝐴 do not block visibility. We focus on the case when

𝑄 is a point or a line segment. We aim to obtain fast, 𝒪(polylog 𝑛𝑚),
query times, using as little space as possible.

Our work is motivated by problems in movement analysis where we

have sets of moving entities, for example, an animal species and their

predators, and we wish to determine if there is mutual visibility between

the entities of different sets. We also want to quantify ‘how much’ the

sets can see each other. Given measurements at certain points in time,

solving the mutual visibility problem between two such times reduces

to counting visibility between line segments (for moving entities) and

points (for static objects). This visibility counting problem is also of

general interest.

187
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Where is uncertainty? At first glance, this problem does not have

anything to do with uncertainty; however, there is a natural connection.

Suppose you are tracking the movement of two subjects, and you have

their trajectories with measurement uncertainty, with some probability

distribution associated with each measured location. Rather than

moving on an endless plane, they move around obstacles, modelled as

a simple polygon. The two subjects can only interact when there is a

direct line of sight between them. You wish to know the likelihood of

them having interacted with each other.

To suitably approximate the solution to this problem, instead of

working directly with the probability distributions, one may instead

sample them, getting indecisive points with a uniform distribution. If

we sample 𝑘 times per measurement, then we can connect the two con-

secutive measurements with 𝑘2
line segments. If we use a probabilistic

model between the measurements, we can also sample ℓ points in the

middle of the paths, giving us a sequence of 2𝑘ℓ line segments. We can

do the same for both subjects. Then the original question essentially

becomes a counting problem: on how many pairs of line segments can

the two subjects see each other? We touch upon this particular variation

in Section 7.5, as it seems more complicated still than what we discuss

here. However, when one of the subjects is static, our approach can be

used directly.

Related work. Computing visibility in polygons is a classical problem

in computational geometry [116, 186]. Algorithms for efficiently testing

visibility between a pair of points, for computing visibility polygons [101,

148, 168], and for constructing visibility graphs [189] have been a topic

of study for over thirty years. There is even a host of work on computing

visibility on terrains and in other three-dimensional environments [187,

Section 33.8]. For many of these problems, the data structure version of

the problem has also been considered. In these versions, the polygon

is given up front, and the task is to store it so that we can efficiently

query whether a pair of points 𝑝, 𝑞 is mutually visible [77, 131, 141],

or report the visibility polygon 𝑉(𝑞) of 𝑞 [27]. In particular, when 𝑃

is a simple polygon with 𝑛 vertices, the former type of queries can be

answered optimally—in 𝒪(log 𝑛) time using linear space [141]. The

latter type of queries can be answered in 𝒪(log
2 𝑛 + |𝑉(𝑞)|) time using

𝒪(𝑛2) space [27]. The visibility polygon itself has complexity 𝒪(𝑛) [102].
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Visibility polygons inherit structure from the boundaries of 𝑃, so the

approaches that use it do not transfer to our setting.

Computing the visibility polygon of a line segment has been con-

sidered as well. When the polygon modelling the environment is simple,

the visibility polygon, called a weak visibility polygon, denoted 𝑉(𝑝𝑞) for

a line segment 𝑝𝑞, still has linear complexity, and can be computed in

𝒪(𝑛) time [131]. Chen and Wang [81] consider the data structure version

of the problem: they describe a linear-space data structure that can be

queried in 𝒪(|𝑉(𝑝𝑞)| log 𝑛) time, and an 𝒪(𝑛3)-space data structure that

can be queried in 𝒪(log 𝑛 + |𝑉(𝑝𝑞)|) time.

Computing the visibility polygon of a line segment 𝑝𝑞 allows us to

answer whether an entity moving along 𝑝𝑞 can see a particular fixed

point 𝑟, i.e. there is a time at which the moving entity can see 𝑟 if and only

if 𝑟 lies inside 𝑉(𝑝𝑞). If the point 𝑟 may also move, it is not necessarily

true that the entity can see 𝑟 if the trajectory of 𝑟 intersects𝑉(𝑝𝑞). Eades

et al. [99] present data structures that can answer such queries efficiently.

In particular, they present data structures of size 𝒪(𝑛 log
5 𝑛) that can

answer such a query in time 𝒪(𝑛3/4

log
3 𝑛). They present results even

in case the polygon has holes. Aronov et al. [27] show that we can also

efficiently maintain the visibility polygon of an entity as it is moving.

Visibility counting queries have been studied before, as well. Bose et

al. [34] studied the case where, for a simple polygon and a query point,

the number of visible polygon edges is reported. The same problem has

been considered for weak visibility from a query segment [67]. For the

case of a set of disjoint line segments and a query point, approximation

algorithms exist [20, 126, 206]. In contrast to these settings, we wish

to count visible line segments with visibility obstructed by a simple

polygon (other than the line segments). Closer to our setting is the

problem of reporting all pairs of visible points in a simple polygon [30].

Results and organisation. Our goal is to efficiently count the objects,

in particular, line segments or points, in a set 𝐴 that are visible to a query

object 𝑄. We denote this count by 𝐶(𝑄, 𝐴). Given 𝑃, 𝐴, and 𝑄, we can

easily compute 𝐶(𝑄, 𝐴) in optimal 𝒪(𝑛 +𝑚 log 𝑛) time (see Lemma 7.1).

We are mostly interested in the data structure version of the problem, in

which we are given the polygon 𝑃 and the set 𝐴 in advance, and we wish

to compute 𝐶(𝑄, 𝐴) efficiently once we are given the query object 𝑄.

We show that we can indeed answer such queries efficiently, that is, in
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Table 7.1. Results in this chapter. • and / denote points and line segments,

respectively.

𝐴 𝑄
data structure

space preprocessing query

• • 𝒪(𝑛𝑚2) 𝒪(𝑛𝑚 log 𝑛 + 𝑛𝑚2) 𝒪(log 𝑛𝑚)
• • 𝒪(𝑛 + 𝑚2+𝜀

log 𝑛) 𝒪(𝑛 + 𝑚 log
2 𝑛 𝒪(log 𝑛 log 𝑛𝑚)

+ 𝑚2+𝜀
log 𝑛)

/ • 𝒪(𝑛𝑚2) 𝒪(𝑛𝑚 log 𝑛 + 𝑛𝑚2) 𝒪(log 𝑛𝑚)
• / 𝒪(𝑛2 + 𝑛𝑚2+𝜀) 𝒪(𝑛2

log𝑚 + 𝑛𝑚2+𝜀) 𝒪(log 𝑛 log 𝑛𝑚)
/ / 𝒪(𝑛2 + 𝑛𝑚2+𝜀) 𝒪(𝑛2

log𝑚 + 𝑛𝑚2+𝜀) 𝒪(log 𝑛 log 𝑛𝑚)

polylogarithmic time in 𝑛 and 𝑚. The exact query times and the space

usage and preprocessing times depend on the type of the query object

and the type of objects in 𝐴. See Table 7.1 for an overview. Here and in

the rest of the chapter, 𝜀 > 0 denotes an arbitrarily small constant.

In Section 7.2, we consider the case where the query object is a point.

We show how to answer queries efficiently using the arrangement of all

(weak) visibility polygons. As Bose et al. [34, Section 6.2] argued, such

an arrangement has complexity Θ(𝑛𝑚2) in the worst case. We then show

that if the objects in𝐴 are points, we can do significantly better. We argue

that we do not need to construct the visibility polygons of all points

in 𝐴, avoiding an 𝒪(𝑛𝑚) term in the space and preprocessing time. We

use a hierarchical decomposition of the polygon and the fact that the

visibility of a point 𝑎 ∈ 𝐴 in a subpolygon into another subpolygon is

described by a single constant-complexity cone. Aronov et al. [27] also

use hierarchical decomposition, but the rest of their approach cannot

be efficiently used in our setting, since it uses the cyclic ordering of the

vertices of a visibility polygon. We discuss this in detail in Section 7.5.

In Section 7.3, we turn our attention to the case where the query

object is a line segment 𝑝𝑞 and the objects in 𝐴 are points. One possible

solution in this scenario would be to store the visibility polygons for the

points in 𝐴 so that we can count such polygons stabbed by the query

segment. However, since these visibility polygons have total complexity

𝒪(𝑛𝑚) and the query may have an arbitrary orientation, a solution

achieving polylogarithmic query time will likely use at least Ω(𝑛2𝑚2)
space [13, 15, 135]. So, we again use an approach that hierarchically
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decomposes the polygon to limit the space usage. Unfortunately, testing

visibility between the points in 𝐴 and the query segment is more

complicated in this case. Moreover, the segment can intersect multiple

regions of the decomposition, so we have to avoid double counting.

All of this makes the problem significantly harder. We manage to

overcome these difficulties using careful geometric arguments and an

inclusion–exclusion-style counting scheme. Our result in Table 7.1 saves

at least a linear factor compared to an approach based on stabbing

visibility polygons. We then show that we can extend these arguments

even further and solve the scenario where the objects in 𝐴 are also

line segments. Surprisingly, this does not impact the space or time

complexity of the data structure.

Finally, in Section 7.5, we discuss some extensions of our results.

In particular, we show that just testing whether the count 𝐶(𝑄, 𝐴) is

non-zero (i.e. whether 𝑄 is visible from any of the objects) is easier,

and that we can compute the pairwise visibility of two sets of objects—

that is, solve one of the problems that motivated this work—in time

subquadratic in the number of objects.

7.1 Preliminaries

In this section, we review some basic tools we use to build our data

structures.

Visibility in a simple polygon. Denote the (weak) visibility polygon

in a simple polygon 𝑃 of a point 𝑝 (resp. line segment 𝑝𝑞) by 𝑉(𝑝)
(resp.𝑉(𝑝𝑞)). A cone is a subset of the plane that is enclosed by two rays

starting at some point 𝑝, called the apex of the cone; the angle between

any two rays in the cone is acute. We refer to the two bounding rays as

the left and the right ray, so that moving clockwise from the left to the

right ray traverses the cone. A subcone of some cone 𝐶 is a cone with the

same apex as 𝐶 that is a subset of 𝐶. For a segment 𝑟𝑠 ⊂ 𝑃, define the

visibility cone of a point 𝑝 ∈ 𝑃 through 𝑟𝑠, denoted 𝑉(𝑝, 𝑟𝑠), as a region

consisting of the rays from 𝑝 that intersect 𝑟𝑠 before properly crossing

the boundary of 𝑃.1 Define a visibility cone 𝐶(𝑝) into a subpolygon𝑈 for

1
In case 𝑝 ∈ 𝑟𝑠 holds, this definition yields ℝ2

. We handle such cases separately.
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𝑝 ∈ 𝑃 \𝑈 as the visibility cone through the diagonal of 𝑃 that separates

𝑈 from the subpolygon containing 𝑝.

Lemma 7.1. Let 𝑃 be a simple polygon with 𝑛 vertices, and let 𝐴 be a set of
𝑚 points or line segments in 𝑃. For a point or a line segment 𝑄, we can find
𝐶(𝑄, 𝐴) in time 𝒪(𝑛 + 𝑚 log 𝑛).

Proof. If 𝐴 is a set of points, it suffices to compute the visibility polygon

of 𝑄 and preprocess it for 𝒪(log 𝑛)-time point location queries. Both

preprocessing steps take linear time [131, 153], and querying takes

𝒪(𝑚 log 𝑛) time in total. In case 𝐴 consists of line segments, we can

similarly test if one of the endpoints of each segment of 𝐴 is visible,

thus making the segment visible. We also need to count the number

of visible segments whose endpoints lie outside 𝑉(𝑄). This can be

done in 𝒪(𝑛 +𝑚 log 𝑛) time by computing a sufficiently large bounding

box 𝐵 of 𝑉(𝑄) and constructing an 𝒪(log 𝑛)-time ray shooting data

structure on 𝐵 \ 𝑉(𝑄). This allows us to test if a segment intersects

𝑉(𝑄) in 𝒪(log 𝑛) time. The polygon 𝐵 \𝑉(𝑄) has only a single hole, so

we can connect the boundary of 𝑉(𝑄) to the boundary of 𝐵 with a line

segment 𝑟𝑠 and cut 𝐵 \𝑉(𝑄) along 𝑟𝑠 to obtain a simple polygon. We

can then build a ray shooting structure [141] on this simple polygon,

and answer a query by 𝒪(1) ray shooting queries. In particular, for any

segment in 𝐴 that does not cross 𝑟𝑠, we get the result directly; and for

any segment that crosses 𝑟𝑠, we detect that the ray hits 𝑟𝑠 and do a

second query on the other side of the cut. Either way, we use 𝒪(1) ray

shooting queries. □

Lemma 7.2. Given a visibility polygon 𝑉(𝑝) ⊆ 𝑃 for some point 𝑝 ∈ 𝑃 and a
line segment 𝑟𝑠 ⊂ 𝑃, either 𝑟𝑠 and 𝑉(𝑝) do not intersect, or their intersection
is a line segment.

Proof. Assume for contradiction that the intersection between 𝑉(𝑝) and

𝑟𝑠 consists of multiple, possibly degenerate, line segments, 𝑆1 , . . . , 𝑆𝑘
for some 𝑘 ∈ ℕ, 𝑘 > 1. Take some 𝑖 ∈ {1, . . . , 𝑘} and pick some points

𝑞𝑖 and 𝑞𝑖+1 on consecutive segments 𝑆𝑖 and 𝑆𝑖+1. Consider the line

segments 𝑝𝑞𝑖 and 𝑝𝑞𝑖+1. By definition of the visibility polygon, these

segments are inside 𝑃. Since 𝑟𝑠 is inside 𝑃, the segment 𝑞𝑖𝑞𝑖+1 is also

inside 𝑃. Since 𝑃 is simple, it must then hold that the interior of the

triangle 𝑇 with vertices 𝑝, 𝑞𝑖 , and 𝑞𝑖+1 is also inside 𝑃. More precisely, 𝑇
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cannot contain any of the boundary of 𝑃. Now consider a line segment

𝑝𝑞𝑜 for a point 𝑞𝑜 between segments 𝑆𝑖 and 𝑆𝑖+1 on 𝑟𝑠. Since its endpoint

𝑞𝑜 is outside 𝑉(𝑝), the line segment must cross the boundary of 𝑃

inside 𝑇. This contradicts the previous claim that 𝑇 is empty; thus, it

must be that the intersection between 𝑉(𝑝) and 𝑟𝑠 is a line segment if

they intersect. □

Corollary 7.3. The intersection between the line segment 𝑟𝑠 ⊂ 𝑃 and the
visibility cone 𝑉(𝑝, 𝑟𝑠) for some 𝑝 ∈ 𝑃 is either empty or a line segment.

Proof. The visibility cone intersected with 𝑃 is by definition a subset of

the visibility polygon 𝑉(𝑝). Since the intersection between 𝑟𝑠 and 𝑉(𝑝)
is either empty or a line segment by Lemma 7.2, the same must hold

for 𝑉(𝑝, 𝑟𝑠). □

Cutting trees. A cutting tree [74, 78, 85] is a data structure commonly

used for efficient half-plane range queries. Nesting multiple cutting

trees in levels allows one to efficiently perform simplex range searching

and solve other related queries; we make extensive use of this. See

Figure 7.1 for an illustration. We now discuss this data structure in more

detail.

Suppose we want to preprocess a set ℒ of 𝑚 lines in the plane so

that given a query point 𝑞, we can count the number of lines below the

query point. Let 𝑟 ∈ [1, 𝑚] be a parameter; then a (1/𝑟)-cutting of ℒ is a

subdivision of the plane with the property that each cell is intersected

by at most 𝑚/𝑟 lines [74]. If 𝑞 lies in a certain cell of the cutting, we

know, for all lines that do not cross the cell, whether they are above or

below 𝑞, and so we can store the count with the cell, or report the lines

in a precomputed canonical subset; for the lines that cross the cell, we can

recurse. The data structure that performs such a query is called a cutting
tree; it can be constructed in 𝒪(𝑚2+𝜀) time, uses 𝒪(𝑚2+𝜀) space, and

supports answering the queries in time 𝒪(log𝑚) for any constant 𝜀 > 0.

Intuitively, the parameter 𝑟 here determines the trade-off between the

height of the recursion tree and the number of nodes for which a certain

line in ℒ is relevant. If we pick 𝑟 = 𝑚, the (1/𝑟)-cutting of ℒ is just the

arrangement of ℒ. The bounds above are based on picking 𝑟 ∈ 𝒪(1), so

the height of the recursion tree is 𝒪(log𝑚). This approach follows the

work of Clarkson [85], with Chazelle [74] obtaining the bounds above

by improving the cutting construction.
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An obvious benefit of this approach over just constructing the

arrangement on ℒ and doing point location in that arrangement is that

using cuttings, we can obtain 𝒪(log𝑚) canonical subsets and perform

nested queries on them without an explosion in storage required; the

resulting data structure is called a multilevel cutting tree. Specifically,

we can query with 𝑘 points and a direction associated with each point

(above or below) and return the lines of ℒ that pass on the correct side

(above or below) of all 𝑘 query points. If we pick 𝑟 ∈ 𝒪(1) and nest

𝑘 levels in a 𝑘-level cutting tree, we get the same construction time

and storage bounds as for a regular cutting tree; but the query time is

now 𝒪(log
𝑘 𝑚). Chazelle et al. [78] show that if we set 𝑟 = 𝑛

𝜀/2

, each

level of a multilevel cutting tree is a constant-height tree, so the answer

to the query can be represented using only 𝒪(1) canonical subsets

and the query time is reduced to 𝒪(log𝑚). The space used and the

preprocessing time remains 𝒪(𝑚2+𝜀).

Lemma 7.4 ([78]). Let ℒ be a set of 𝑚 lines and let 𝑘 be a constant. Suppose
we want to answer the following query: given 𝑘 points and associated directions
(above or below), find the lines in ℒ that lie on the correct side of all 𝑘 points.
In time 𝒪(𝑚2+𝜀), we can construct a data structure using 𝒪(𝑚2+𝜀) storage
that supports such queries. The lines are returned as 𝒪(1) canonical subsets,
and the query time is 𝒪(log𝑚).

Dualising the problem in the usual way, we can alternatively report

or count points from the set 𝐴 that lie in a query half-plane; or in the

intersection of several half-planes, using a multilevel cutting tree.

Lemma 7.5 ([78]). Let 𝐴 be a set of 𝑚 points and let 𝑘 be a constant. In
time 𝒪(𝑚2+𝜀), we can construct a data structure using 𝒪(𝑚2+𝜀) storage that
returns 𝒪(1) canonical subsets with the points in 𝐴 that lie in the intersection
of the 𝑘 query half-planes in time 𝒪(log𝑚).

Lemma 7.6. Let 𝐴 be a set of 𝑚 arbitrary points in 𝑃, with each 𝑎 ∈ 𝐴 an
apex of some cone 𝐶𝑎 . At query time, we get the point 𝑞, an apex of a cone 𝐶𝑞 .
In time 𝒪(𝑚2+𝜀), we can construct a data structure using 𝒪(𝑚2+𝜀) space that
returns a representation of the points in 𝐴′ ⊆ 𝐴, so that for any 𝑝 ∈ 𝐴′, we
have 𝑞 ∈ 𝐶𝑝 and 𝑝 ∈ 𝐶𝑞 . The points are returned as 𝒪(1) canonical subsets,
and the query time is 𝒪(log𝑚); they can be counted in the same time.
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Figure 7.1. A query in a multilevel cutting tree, top left to bottom right. The

query point is red; the selected points of 𝐴 are blue. Black outline shows the

relevant part of the polygon. (a, b) We select points in 𝐴 above (resp. below)

the right (resp. left) cone boundary of 𝑞. (c, d) We refine by taking points whose

left (resp. right) cone boundary is below (resp. above) 𝑞.

Proof. We can construct a four-level cutting tree; the first two levels can

select the nodes that represent points from 𝐴 lying in 𝐶𝑞 . Note that

to select the points that lie in 𝐶𝑞 , we need to perform two consecutive

half-plane queries, as 𝐶𝑞 is an intersection of two half-planes that meet

at point 𝑞.2 We can use Lemma 7.5 to handle these; note that every time

we get a constant number of canonical subsets, so any new point location

queries can be done in 𝒪(log𝑚) time on each level. After two levels,

we get 𝒪(1) canonical subsets. The next two levels handle the other

condition: select the points whose cones contain 𝑞. This can be done by

checking that 𝑞 lies below the upper boundaries of the cones and that

𝑞 lies above the lower boundaries of the cones. Again, we need to do

point location queries on each level and for each canonical subset; we

can use Lemma 7.4 to see that we still have a constant number of those.

Overall, we do a constant number of point location queries and go down

a four-level data structure, where every level is a constant-depth tree.

Therefore, the query overall takes 𝒪(log𝑚) time. As stated previously,

adding the levels does not increase the storage or the preprocessing

time requirements. □

2
The cone 𝐶𝑞 can deviate from our definition of a cone, so the two rays can lie on the

same supporting line. We can still query twice with the same half-plane.
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Lemma 7.7. Let 𝐿 be a vertical line and let 𝐴 be a set of 𝑚 cones starting
left of 𝐿 and whose left and right rays intersect 𝐿. In time 𝒪(𝑚2+𝜀), we can
construct two two-level cutting trees for 𝐴 of total size 𝒪(𝑚2+𝜀), so that for a
query segment 𝑝𝑞 that is fully to the right of 𝐿, we can count the cones that
contain or intersect 𝑝𝑞 in 𝒪(log𝑚) time.

Proof. A cone 𝐶 ∈ 𝐴 partitions the space to the right of 𝐿 in three regions:

the regions above and below 𝐶 and the region inside 𝐶. Segment 𝑝𝑞

does not intersect 𝐶 if it is contained in either the top or the bottom

region. This is exactly when either both points of 𝑝𝑞 are above the

supporting line of the upper boundary of 𝐶, formed by its left ray, or

when both are below the supporting line of the lower boundary of 𝐶,

formed by its right ray. Hence, if we store the supporting lines of the left

and right rays of 𝐴 in two two-level cutting trees, similarly to Lemma 7.6,

we can count the cones that are not visible for 𝑝𝑞. By storing the total

number of cones, we can now determine the number of visible cones. □

Lemma 7.8. Let ℒ be a set of 𝑚 lines and 𝑝𝑞 a query line segment. We can
store ℒ in a multilevel cutting tree, using 𝒪(𝑚2+𝜀) space and preprocessing
time, so that we can count the lines in ℒ intersected by 𝑝𝑞 in time 𝒪(log𝑚).

Proof. Consider the dual version of this problem. The set ℒ is dualised

to the set Λ of 𝑚 points, and 𝑝𝑞 becomes a double wedge bounded

by two intersecting lines. The key property is that 𝑝𝑞 intersects a line

in the original problem if and only if the corresponding point in the

dual problem lies inside the double wedge. Observe that the double

wedge is just the union of two cones, and a cone is an intersection of two

half-planes; so we can construct a two-level cutting tree using Lemma 7.5

and perform two queries in it, getting 𝒪(1) counts from each query. The

bounds follow from Lemma 7.5. □

Polygon decomposition. For a simple polygon 𝑃 on 𝑛 vertices, we

can construct a balanced hierarchical decomposition of 𝑃 by recursively

splitting the polygon into two subpolygons of roughly equal size, using

only diagonals (segments between two vertices of the polygon), as shown

by Chazelle [73]. The recursion stops when reaching triangles. The

decomposition can be computed in 𝒪(𝑛) time and stored using 𝒪(𝑛)
space in a balanced binary tree [73, 75, 130].
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Hourglasses and the shortest path data structure. An hourglass for

two diagonals 𝑝𝑞 and 𝑟𝑠 in a simple polygon 𝑃 is the union of geodesic

shortest paths in 𝑃 from points on 𝑝𝑞 to points on 𝑟𝑠 [130]. Such

an hourglass is bounded by two diagonals and two inward convex

chains. Call one of the diagonals the left diagonal and the other the right
diagonal. By following the hourglass boundary in a clockwise manner,

starting from the left diagonal, we visit the upper convex chain, the right

diagonal, and the lower convex chain. If the upper chain and lower chain

of an hourglass share vertices, it is closed, otherwise it is open. We only

explicitly use open hourglasses in our constructions.3 A visibility glass is

a subset of the hourglass, restricted to the line segments between points

on 𝑝𝑞 and points on 𝑟𝑠 [99].

Guibas and Hershberger [130, 140] describe a data structure to

compute shortest paths in a simple polygon 𝑃. They use the polygon

decomposition by Chazelle [73] and also store hourglasses between the

splitting diagonals of the decomposition. The data structure uses 𝒪(𝑛)
storage and preprocessing time and can answer the following queries in

𝒪(log 𝑛) time:

Segment location query. Given a segment 𝑝𝑞, return the two leaf tri-

angles containing 𝑝 and 𝑞 in the decomposition and the 𝒪(log 𝑛)
pairwise disjoint open hourglasses so that the triangles and

hourglasses fully cover 𝑝𝑞. We call this structure the polygon
cover of 𝑝𝑞.

Shortest path query. Given points 𝑝, 𝑞 ∈ 𝑃, return the geodesic shortest

path between 𝑝 and 𝑞 in 𝑃 as a set of 𝒪(log 𝑛) nodes of the decom-

position. The shortest path between 𝑝 and 𝑞 is a concatenation of

subcurves of the polygonal chains of the appropriate boundaries

of the (open or closed) hourglasses in these 𝒪(log 𝑛) nodes to-

gether with at most 𝒪(log 𝑛) segments connecting two consecutive

subcurves.

Cone query. Given a point 𝑠 and a line segment 𝑝𝑞 in 𝑃, return𝑉(𝑠, 𝑝𝑞).
This can be done by computing the shortest paths from 𝑠 to 𝑝 and

to 𝑞 and taking the first segments of each path starting at 𝑠 to

extend them into the bounding rays of a cone.

3
If an hourglass is closed, the two chains are only inward convex from the endpoints

of a diagonal until they meet.
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7.2 Point Queries

In this section, given a set 𝐴 of 𝑚 points in a simple polygon 𝑃 on 𝑛

vertices, we count the points of 𝐴 that are in the visibility polygon of

a query point 𝑞 ∈ 𝑃. We present two solutions: (i) an arrangement-

based approach that also applies in the case where 𝐴 contains line

segments, which achieves low query time at the cost of large storage

and preprocessing time; and (ii) a cutting-tree-based approach with

query times slower by a factor of 𝒪(log 𝑛), but with much better storage

requirements and preprocessing time.

7.2.1 Point Location in an Arrangement

The approach relies on the fact that the number of objects in 𝐴 visible

to a query point 𝑞 is equal to the number of (weak) visibility polygons

of the objects in 𝐴 stabbed by 𝑞. We construct all (weak) visibility

polygons of the objects in 𝐴 and compute the arrangement 𝒜 of the

edges of these polygons. For each cell 𝐶 in the arrangement, we store

the number of visibility polygons that contain 𝐶. Then a point location

query for 𝑞 yields the number of visible objects in 𝐴. Computing the

visibility polygons takes 𝒪(𝑛𝑚) time, and constructing the arrangement

using an output-sensitive line segment intersection algorithm takes

𝒪(𝑛𝑚 log 𝑛𝑚 + |𝒜|) time [76], where |𝒜| is the number of vertices

of 𝒜. Building a point location structure on 𝒜 for 𝒪(log|𝒜|)-time point

location queries takes 𝒪(|𝒜|) time [153]; the space used is 𝒪(|𝒜|). As

Bose et al. [34] show, the worst-case complexity of 𝒜 is Θ(𝑛𝑚2).

Theorem 7.9. Let 𝑃 be a simple polygon with 𝑛 vertices, and let 𝐴 be a set of
𝑚 points or line segments in 𝑃. In 𝒪(𝑛𝑚2 + 𝑛𝑚 log 𝑛𝑚) time, we can build a
data structure of size 𝒪(𝑛𝑚2) that can report the number of points or segments
in 𝐴 visible from a query point 𝑞 in 𝒪(log 𝑛𝑚) time.

7.2.2 Hierarchical Decomposition

To design a data structure that uses less storage than that of Section 7.2.1,

we observe that if we subdivide the polygon, we can count the visible

objects by summing up the number of visible objects in the cells of the

subdivision. To efficiently compute these counts, we use the polygon

decomposition approach (see Section 7.1). With each split in our
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𝑃𝑅

𝐷

𝑃𝐿 𝑃𝑅

𝐷

(a) (b)

𝑃𝐿

Figure 7.2. Visibility cones (coloured regions) of (coloured) points w.r.t. some

diagonal 𝐷. (a) Blue and red are mutually visible. (b) Green and blue cannot

see each other, nor can orange and blue.

decomposition, we store data structures that can efficiently count the

visible objects in the associated subpolygon.

Cone containment. Let us solve the following problem first. We are

given a simple polygon 𝑃 and a (w.l.o.g.) vertical diagonal 𝐷 that splits

it into two simple polygons 𝑃𝐿 and 𝑃𝑅. Furthermore, we are given a

set 𝐴 of 𝑚 points in 𝑃𝐿. Given a query point 𝑞 in 𝑃𝑅, we want to count

the points in 𝐴 that see 𝑞. We base our approach on the following

observation.

Lemma 7.10. Given a simple polygon 𝑃, split into two simple polygons 𝑃𝐿
and 𝑃𝑅 by a diagonal 𝐷 between two vertices; and given two points 𝑝 ∈ 𝑃𝐿
and 𝑞 ∈ 𝑃𝑅, consider the visibility cones 𝑉(𝑝, 𝐷) and 𝑉(𝑞, 𝐷), i.e. the cones
from 𝑝 and 𝑞 through 𝐷 into the other subpolygons. Point 𝑝 sees 𝑞 in 𝑃 if and
only if 𝑞 ∈ 𝑉(𝑝, 𝐷) and 𝑝 ∈ 𝑉(𝑞, 𝐷).

Proof. First suppose that 𝑝 ∈ 𝑉(𝑞, 𝐷) and 𝑞 ∈ 𝑉(𝑝, 𝐷). We need to show

that 𝑝 and 𝑞 see each other, that is, that the line segment 𝑝𝑞 lies in 𝑃.

Observe that both 𝑝 and 𝑞 lie in 𝑉(𝑝, 𝐷), and 𝑉(𝑝, 𝐷) is convex, so 𝑝𝑞

lies in𝑉(𝑝, 𝐷); symmetrically, 𝑝𝑞 lies in𝑉(𝑞, 𝐷). Furthermore, note that

since both cones are cones through 𝐷, the segment 𝑝𝑞 must cross 𝐷

at some point 𝑟. Then by construction of 𝑉(𝑝, 𝐷), the segment 𝑝𝑟 lies

entirely in 𝑃𝐿; similarly, 𝑟𝑞 lies entirely in 𝑃𝑅. As 𝐷 also lies in 𝑃, we

conclude that 𝑝𝑞 lies in 𝑃.

Now suppose that 𝑝 and 𝑞 see each other in 𝑃. They are on the

opposite sides of the diagonal𝐷 and the polygon 𝑃 is simple, so 𝑝𝑞 must

cross 𝐷 at some point 𝑟. As 𝑝𝑞 lies inside 𝑃, clearly, 𝑝𝑟 lies inside 𝑃𝐿
and 𝑟𝑞 lies inside 𝑃𝑅. Then the visibility cone 𝑉(𝑝, 𝐷) must include
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Figure 7.3. Augmented polygon decomposition following the approach by

Chazelle [73]. Each node corresponds to the splitting diagonal (blue dashed

line). Along the tree edges (blue lines), we store the multilevel cutting tree (red

box) for the polygon in the child using the diagonal of the parent.

the ray from 𝑝 through 𝑟, and so 𝑞 is in 𝑉(𝑝, 𝐷); symmetrically, 𝑝 is

in 𝑉(𝑞, 𝐷). □

Lemma 7.10 shows that to count the points in 𝐴 that see 𝑞, it suffices

to construct the cones from all points in 𝐴 through 𝐷 and the cone

from 𝑞 through 𝐷 and count the points in 𝐴 satisfying the condition of

Lemma 7.10 (see Figure 7.2). The cones 𝑉(𝑝, 𝐷) from all 𝑝 ∈ 𝐴 can be

precomputed (we shall handle this later), so only the cone𝑉(𝑞, 𝐷) needs

to be computed at query time. The query of this type can be realised

using a multilevel cutting tree (Lemma 7.6).

Decomposition. Let us return to the original problem. To solve it,

we can use the balanced polygon decomposition [73] (see Section 7.1).

Following Guibas and Hershberger [130, 140], we represent it as a binary

tree (see Figure 7.3). Observe that as long as there is some diagonal 𝐷

separating our query point from a subset of points of 𝐴, we can use the

approach above.

Every node of the tree is associated with a diagonal, and the two

children correspond to the left and the right subpolygons. With each

node, we store two data structures described above: one for the query

point to the left of the diagonal and one for the query to the right.

The query then proceeds as follows. Suppose the polygon 𝑃 is trian-

gulated, and the triangles correspond to the leaves in the decomposition.

Given a query point 𝑞, find the triangle it belongs to; then traverse the
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tree bottom up. In the leaf, 𝑞 can see all the points of 𝐴 that are in the

same triangle, so we start with that count. As we proceed up the tree,

we query the correct associated data structure—if 𝑞 is to the right of the

diagonal, we want to count the points to the left of the diagonal in the

current subpolygon that see 𝑞. It is easy to see that this way we end up

with the total number of points in 𝐴 that see 𝑞, since the subsets of 𝐴

that we count are disjoint as we move up the tree and cover the entire

set 𝐴.

Theorem 7.11. Let 𝑃 be a simple polygon with 𝑛 vertices, and let 𝐴 be a set
of 𝑚 points inside 𝑃. In 𝒪(𝑛 + 𝑚2+𝜀

log 𝑛 + 𝑚 log
2 𝑛) time, we can build a

data structure of size 𝒪(𝑛 + 𝑚2+𝜀
log 𝑛) that can report the number of points

from 𝐴 visible from a query point 𝑞 in 𝒪(log 𝑛 log𝑚 + log
2 𝑛) time.

Proof. The correctness follows from the considerations above; it remains

to analyse the time and storage requirements. For the query time, we do

point location of the query point 𝑞 in the triangulation of 𝑃 and make a

single pass up the decomposition tree, making queries in the associated

multilevel cutting trees. Clearly, the height of the tree is 𝒪(log 𝑛). At

every level of the decomposition tree, we need to construct the visibility

cone from the query point to the current diagonal; this can be done in

𝒪(log 𝑛) time with a cone query (see Section 7.1). Then we need to query

the associated data structure, except at the leaf, where we simply fetch the

count. The query then takes time 𝒪(log 𝑛 log𝑚+ log
2 𝑛). For the storage

requirements, we need to store the associated data structures on in total

𝑚 points at every level of the tree, as well as a single copy of the shortest

path data structure, yielding overall 𝒪(𝑛 + 𝑚2+𝜀
log 𝑛) storage. Finally,

we analyse the preprocessing time. Triangulating a simple polygon

takes 𝒪(𝑛) time [75]. Constructing the decomposition can be done in

additional 𝒪(𝑛) time [130]. Constructing the associated data structures

takes time 𝒪(𝑚2+𝜀) per level, so 𝒪(𝑚2+𝜀
log 𝑛) overall, after determining

the visibility cones for the points of𝐴 to all the relevant diagonals, which

can be done in time 𝒪(𝑚 log
2 𝑛), as each point of 𝐴 occurs a constant

number of times per level of the decomposition, and constructing the

cone takes 𝒪(log 𝑛) time. Overall we need 𝒪(𝑛 + 𝑚2+𝜀
log 𝑛 + 𝑚 log

2 𝑛)
time. □

Observation 7.12. While this approach uses many of the ideas needed to tackle
the setting with segment queries, Lemma 7.10 does not apply—see Figure 7.4.



Chapter 7. Segment Visibility Counting Queries in Polygons 202

𝐷

(a)

𝐷

(b)

𝑠 𝑠

𝑞

𝑝 𝑝

𝑞

Figure 7.4. (a) For the cone that describes visibility of 𝑝𝑞 through 𝐷,

Lemma 7.10 does not hold—there can be visibility without visibility between

the apices of the cones. (b) The segment 𝑝𝑞 intersects the cone of 𝑠, and 𝑠 is in

the cone of 𝑝𝑞, but they cannot see each other, so testing intersection between

the objects and the cones also does not work directly.

𝑝 𝑞

𝐸(𝑢𝑣) 𝑆𝑈

𝑇𝑝 𝑇𝑞

𝐸(𝑢𝑤)

𝐻

𝑆𝐿

𝑣

𝑢 𝑤

𝐷𝐿 𝐷𝑅

Figure 7.5. Partitioning of the polygon based on the polygon cover of 𝑝𝑞. The

hourglasses and triangles are shown in orange; the side polygons in green; and

the end polygons in red.

7.3 Segment Queries

In this section, we are given a simple polygon 𝑃 and a set 𝐴 of stationary

entities (points) in 𝑃. We construct a data structure to count the points

in 𝐴 that see a query segment 𝑝𝑞. We cannot reuse the approach using

arrangements from Section 7.2.1, as the query 𝑝𝑞 may intersect Ω(𝑛)
arrangement cells. In addition, the hierarchical decomposition approach

in Section 7.2 does not carry over directly to the setting with segment

query objects. Thus, we construct a new data structure using the insights

of the hierarchical decomposition. We first show a high-level overview

of our argument where, given 𝑝𝑞, we decompose the polygon 𝑃 into

three types of regions. Then we show how to count the points visible to

𝑝𝑞 per type.

High-level overview. We use the data structure by Guibas and

Hershberger [130] (abbreviated GHDS) on 𝑃 as the basis and augment

the elements of the GHDS with data structures that allow us to perform
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the queries. Recall from Section 7.1 that we can obtain the polygon

cover for a query segment 𝑝𝑞 using the GHDS, consisting of 𝒪(log 𝑛)
hourglasses and two triangles 𝑇𝑝 , 𝑇𝑞 containing 𝑝 and 𝑞. For a given

query 𝑝𝑞, the polygon cover partitions 𝑃 into regions of three types (see

Figure 7.5):

1. Hourglasses and triangles 𝑇𝑝 , 𝑇𝑞 intersecting 𝑝𝑞 and containing 𝑝

or 𝑞, respectively.

2. Side polygons, each incident to the upper or lower chain of an

hourglass.

3. End polygons that are adjacent to 𝑇𝑝 and 𝑇𝑞 .

For each type, we now count the points in 𝐴 in a region of that type that

see 𝑝𝑞. First, we review how to construct the relevant visibility cones.

Lemma 7.13. At preprocessing, for every side polygon or end polygon 𝑆

bounded by an hourglass 𝐻 or a triangle 𝑇, we can compute
• the number of points in 𝑆 ∩ 𝐴 and
• the cones 𝐶(𝑎) for 𝑎 ∈ 𝑆 ∩ 𝐴 into 𝐻 or 𝑇

in 𝒪(𝑛 log
2 𝑛 + 𝑛𝑚 log

2 𝑛) total time.

Proof. We do this using the approach of Eades et al. [99]. For complete-

ness, we sketch it here. We first construct the GHDS data structure on 𝑃.

For any point 𝑎 and any vertex 𝑣 ∈ 𝑃, this data structure can return

the shortest path 𝜋(𝑝, 𝑣) in 𝒪(log 𝑛) time, represented as a balanced

decomposition. We augment this decomposition so that any vertex 𝑥 on

𝜋(𝑝, 𝑣) stores whether the two edges incident to 𝑥 have an acute or an

obtuse angle. Then we iterate over all explicit 𝒪(𝑛 log 𝑛) hourglasses 𝐻

or triangles 𝑇. We describe the procedure for an hourglass 𝐻 and a side

polygon 𝑆, the other combinations are symmetric.

We count the number of points in 𝑆∩𝐴 as follows. For each 𝑎 ∈ 𝑆∩𝐴,

we compute the shortest paths from 𝑎 to the diagonals of 𝐻 in 𝒪(log 𝑛)
time. We know 𝑎 ∈ 𝑆 if and only if these shortest paths intersect the

upper chain 𝜋𝑈 . Thus, we identify all the points in 𝑆 ∩ 𝐴 in 𝒪(𝑚 log 𝑛)
time per (𝐻, 𝑆).

For every 𝑎 ∈ 𝑆 ∩ 𝐴, we compute the cone 𝐶(𝑎) into 𝐻. Denote

the subpolygon of 𝑆 that contains 𝑎 by 𝑆′. This is a subpolygon of 𝑃

bounded by a single edge (𝑥, 𝑦) which is a part of the boundary of 𝐻

(or of the triangle 𝑇). We obtain the shortest paths 𝜋(𝑎, 𝑥) and 𝜋(𝑎, 𝑦)
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in 𝑃 as a balanced binary tree in 𝒪(log 𝑛) time. These two paths are

semi-convex chains, with a ‘peak’ vertex 𝑥′ and 𝑦′, respectively. We

can identify these peaks in 𝒪(log 𝑛) time as these are the first vertices

of 𝜋(𝑎, 𝑥) and 𝜋(𝑎, 𝑦) where the angles change from being obtuse to

acute (or vice versa). The cone 𝐶(𝑎) into 𝐻 is defined by the rays from 𝑎

through 𝑥′ and 𝑦′. Thus, we compute all cones 𝐶(𝑎) into𝐻 in 𝒪(𝑚 log 𝑛)
time per (𝐻, 𝑆). □

Since the construction time of Lemma 7.13 is dominated by the

construction time of Theorem 7.26, we henceforth assume that for any

hourglass 𝐻 or triangle 𝑇 and any side or end polygon 𝑆, we have access

to the visibility cones from points in 𝐴 ∩ 𝑆 into 𝐻 or 𝑇.

7.3.1 Counting Points in Triangles and Hourglasses

We count the points in 𝐴 contained in a triangle or an hourglass that

see 𝑝𝑞. Triangles are convex, so any point in a triangle can see 𝑝𝑞.

Similarly, each hourglass is completely traversed by 𝑝𝑞, so every point

inside an hourglass can see 𝑝𝑞. At preprocessing, for every region in

the GHDS (a triangle 𝑇 or an hourglass 𝐻), we count the points from

𝐴 in the region. Specifically, we construct a half-plane range query

data structure in 𝒪(𝑚2+𝜀) time and, for a triangle 𝑇, count the points

in 𝐴 ∩ 𝑇 with three consecutive half-plane range queries. The total

complexity of the hourglasses in the GHDS is 𝒪(𝑛 log
3 𝑛) [99, Lemma 7].

We triangulate each hourglass𝐻 to compute |𝐴∩𝐻 | in 𝒪(𝑛 log
3 𝑛 log𝑚)

total time. Given 𝑝𝑞, we compute the sum over all 𝒪(log 𝑛) hourglasses

and 𝒪(1) triangles in 𝒪(log 𝑛) time.

Lemma 7.14. We can construct an 𝒪(𝑛)-size data structure in 𝒪(𝑚2+𝜀 +
𝑛 log

3 𝑛 log𝑚) time, so that we can count all points in hourglasses and
triangles that see 𝑝𝑞 in 𝒪(log 𝑛) time.

7.3.2 Counting Points in Side Polygons

The points in side polygon do not always see 𝑝𝑞. Let 𝐻 be an hourglass

with two diagonals 𝐷𝐿, 𝐷𝑅 and two chains 𝜋𝑈 , 𝜋𝐿. Let 𝑆𝑈 be the side

polygon bounded by the upper chain 𝜋𝑈 ; the analysis for 𝑆𝐿 bounded

by the lower chain 𝜋𝐿 is symmetrical. For a point 𝑎 ∈ 𝐴 ∩ 𝑆𝑈 to see 𝑝𝑞,
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its visibility cone 𝐶(𝑎) into 𝑃 \ 𝑆𝑈 cannot be empty. Furthermore, we

discern three mutually exclusive types of cones (Figure 7.6):

(a) 𝐶(𝑎) intersects the lower chain 𝜋𝐿 of 𝐻;

(b) 𝐶(𝑎) intersects only the left diagonal 𝐷𝐿 of 𝐻; and

(c) 𝐶(𝑎) intersects only the right diagonal 𝐷𝑅 of 𝐻.

Cones of Type (a) see 𝑝𝑞, since 𝑝𝑞 separates the upper and the lower

chain, and the interior of 𝐻 does not contain any polygon edges that

may block visibility. At preprocessing, we can identify the number of

cones of Type (a) for each of the 𝒪(𝑛) hourglasses in 𝒪(𝑛𝑚 log
3 𝑛) total

time by checking for an intersection with the cone boundary for each

boundary edge of 𝐻. This time is dominated by the construction time

in Lemma 7.17. Given a query 𝑝𝑞, we need 𝒪(1) per each of 𝒪(log 𝑛)
hourglasses to retrieve the number of cones of Type (a).

Types (b) and (c) are symmetrical; we discuss Type (b) for a fixed

side polygon 𝑆𝑈 and, without loss of generality, we assume that the

directed segment 𝑝𝑞 crosses 𝐷𝐿 before 𝐷𝑅. At preprocessing, we store

𝐴𝐿 ⊆ 𝐴∩𝑆𝑈 where for all 𝑎 ∈ 𝐴𝐿, visibility cone 𝐶(𝑎) intersects only𝐷𝐿;

and we store |𝐴𝐿 |. To count the visible cones of Type (b) at query time,

we subtract from |𝐴𝐿 | the number of elements in 𝐴𝐿 that do not see 𝑝𝑞.

(a) (b) (c)left ray

Figure 7.6. The three cases (a), (b), and (c) for cones originating from a side

polygon 𝑆𝑈 .

𝑆𝑈
𝑝 𝑞

(a)

𝐶(𝑎)

𝑠

𝐷𝐿

𝑆𝑈
𝑝 𝑞

𝑣

(b)

𝐶(𝑎)

𝑥
𝐷𝑅𝐼

𝑋

Figure 7.7. The construction used in the proof of Lemma 7.15. The left rays of

each cone are highlighted in red. (a) The first direction of the bi-implication

considers some area 𝐼. (b) The second direction of the bi-implication considers

some ray 𝑟 in blue and some area 𝑋.
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Lemma 7.15. A point 𝑎 ∈ 𝐴𝐿 is not visible to 𝑝𝑞 if and only if the left ray
of 𝐶(𝑎) intersects the shortest path from 𝑝 to the top of 𝐷𝐿.

Proof. Let 𝐻 be bounded by diagonals 𝐷𝐿 and 𝐷𝑅. Let 𝐴𝐿 be the set of

points in 𝑆𝑈 ∩ 𝐴 whose visibility cone 𝐶(𝑎) intersects 𝐷𝐿. The proof is

illustrated by Figure 7.7.

First assume that 𝑎 ∈ 𝐴𝐿 does not see 𝑝𝑞. Let 𝑣 be the top vertex

of 𝐷𝐿, and let 𝜋(𝑝, 𝑣) be the shortest path from 𝑝 to 𝑣 in 𝑃. Suppose 𝐷𝐿

and 𝑝𝑞 intersect in point 𝑠. Since 𝑎 does not see 𝑝𝑞, this implies that

𝐶(𝑎) does not intersect 𝑠𝑞. Thus, any ray in 𝐶(𝑎) intersects 𝐷𝐿 in the

segment 𝑠𝑣.

Let 𝐼 be the region bounded by 𝑝𝑠, 𝑠𝑣, and 𝜋(𝑝, 𝑣). The region 𝐼

cannot contain any polygon vertices; it lies to the left of the supporting

line of 𝐷𝐿; and any ray of 𝐶(𝑎) must enter this region via 𝑠𝑣. Therefore,

any ray of 𝐶(𝑎) must leave this region via 𝜋(𝑝, 𝑣) or via 𝑝𝑠. If 𝑎 does not

see 𝑝𝑞, then no ray in𝐶(𝑎) can intersect 𝑝𝑠, and so it must intersect𝜋(𝑝, 𝑣).
It follows that the left ray of 𝐶(𝑎) intersects 𝜋(𝑝, 𝑣).

Now assume that 𝑎 ∈ 𝐴𝐿 sees 𝑝𝑞. Whenever 𝑎 sees 𝑝𝑞, there must

be a ray 𝑟 ∈ 𝐶(𝑎) which hits 𝑝𝑞 in some point 𝑥 and passes through the

interior of 𝑃. Consider the region 𝑋 bounded by 𝜋(𝑝, 𝑣), 𝜋(𝑣, 𝑎), 𝑎𝑥, and

𝑝𝑥. The region𝑋 and the left ray of 𝐶(𝑎) are separated by the supporting

line of 𝑟. Thus, the left ray of 𝐶(𝑎) cannot intersect 𝜋(𝑝, 𝑣). □

On a high level, we count the points 𝑎 ∈ 𝐴𝐿 for which the left ray

of 𝐶(𝑎) intersects the shortest path from 𝑝 to the top vertex 𝑣 of 𝐷𝐿 as

follows. For each hourglass in the GHDS, we store the shortest path

map SPM(𝑣) rooted at 𝑣 [131], and for each edge 𝑒 in SPM(𝑣), we store

the number of points 𝑎 ∈ 𝐴𝐿 for which the left ray of 𝐶(𝑎) intersects 𝑒.

We construct the SPMs and the cutting trees for the 𝒪(𝑛) hourglasses

in the GHDS using 𝒪(𝑛𝑚2+𝜀 + 𝑛2) space and 𝒪(𝑛𝑚2+𝜀 + 𝑛2
log𝑚) time.

At query time, we obtain the shortest path 𝜋(𝑝, 𝑣) from 𝑝 to 𝑣 as a single

segment 𝑝𝑢, followed by a path 𝜋(𝑢, 𝑣) in SPM(𝑣) for some vertex 𝑢.

We count the points 𝑎 ∈ 𝐴𝐿 where the left ray of 𝐶(𝑎) intersects 𝑝𝑢 in

𝒪(log𝑚) time, and those where the left ray of 𝐶(𝑎) intersects 𝜋(𝑢, 𝑣)
in 𝒪(log 𝑛) time, thus avoiding double counting. Thus, we count the

elements in 𝐴𝐿 that do not see 𝑝𝑞 in 𝒪(log 𝑛𝑚) time per side polygon.

Given 𝑝𝑞, we apply this strategy for all 𝒪(log 𝑛) hourglasses.
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Lemma 7.16. We can construct a data structure using 𝒪(𝑚2+𝜀 + 𝑛) space in
𝒪(𝑚2+𝜀 + 𝑛 log𝑚) time for each hourglass 𝐻 so that we can count all points
of Type (b) (or Type (c)) that see the query 𝑝𝑞 in 𝒪(log𝑚𝑛) time.

Proof. By Lemma 7.15, whenever we want to count the visible points of

Type (b), we only need to count the points in 𝐴𝐿 and subtract the points

whose cones’ left ray intersects the shortest path from 𝑝 to the top vertex

of 𝐷𝐿, denoted by 𝑣.

For an hourglass 𝐻 and a side polygon 𝑆𝑈 , we count the elements

in 𝐴𝐿 in 𝒪(𝑚) time by checking the left ray of each 𝐶(𝑎) in constant time.

We store the left rays of cones 𝐶(𝑎) for 𝑎 ∈ 𝐴𝐿 in a multilevel cutting tree

in 𝒪(𝑚2+𝜀) time. In addition, we compute a shortest path map SPM𝐻 on

the polygon 𝑃𝐿 to the left of 𝐷𝐿 with 𝑣 as its root—it can be computed in

𝒪(𝑛) time and uses 𝒪(𝑛) space [131]. Finally, we augment the shortest

path map SPM𝐻 : for every edge 𝑒 stored in SPM𝐻 , we compute the

number of left rays that intersect 𝑒 in 𝒪(log𝑚) time using our multilevel

cutting tree. For every vertex 𝑤 in SPM𝐻 , we consider the shortest

path 𝜋 between 𝑤 and 𝑣 and store the total number of intersections

between all edges 𝑒 in 𝜋 and the rays that intersect 𝑒. This data structure

needs 𝒪(𝑚2+𝜀 + 𝑛) space and can be constructed in 𝒪(𝑚2+𝜀 + 𝑛 log𝑚)
time per hourglass.

Given a query segment 𝑝𝑞, we now want to count the points 𝑎 ∈ 𝐴𝐿
for which the left ray of 𝐶(𝑎) intersects the shortest path𝜋(𝑝, 𝑣). Observe

that the area 𝑋 bounded by 𝜋(𝑝, 𝑣) and 𝑝𝑣 is convex. A ray intersects

𝜋(𝑝, 𝑣) if and only if it intersects 𝑋. Moreover, due to convexity, any ray

that intersects 𝑋 must intersect two edges of 𝑋 (assuming no ray goes

through a vertex of 𝑋). Then to answer our query, we compute the sum

over all the edges 𝑒 bounding 𝑋 of the number of rays that intersect 𝑒,

and halve this sum.

Specifically, 𝜋(𝑝, 𝑣) consists of a convex chain of segments of the

shortest path between 𝑣 and some vertex 𝑢, followed by a segment 𝑝𝑢.

We retrieve the shortest path from 𝑢 to 𝑣 in 𝒪(log 𝑛) time. Observing

this, we do the following.

• Using the multilevel cutting tree, we count the rays that intersect

𝑝𝑣 in 𝒪(log𝑚) time.

• Using the multilevel cutting tree, we count the rays that intersect

𝑝𝑢 in 𝒪(log𝑚) time.
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• We retrieve the rest of the sum from the augmented SPM𝐻 in 𝒪(1)
time.

Summing these values in constant time, we answer a query in 𝒪(log 𝑛𝑚)
time. □

Finally, we construct a data structure that can count the points in

𝐴 ∩ 𝑆𝑈 that see the query 𝑝𝑞, for any hourglass 𝐻 in the GHDS and for

any side polygon 𝑆𝑈 of 𝐻. We summarise the steps per type.

(a) Cones of Type (a) intersect the lower chain of an hourglass; they

see 𝑝𝑞. We count them at preprocessing in 𝒪(𝑛𝑚 log
3 𝑛) total time

using 𝒪(𝑛) total space. Given a query 𝑝𝑞, we can report the count

in 𝒪(1) time per hourglass returned by the GHDS, for the total time

of 𝒪(log 𝑛).
(b) Cones of Type (b) intersect only the left diagonal of an hourglass.

For each of the 𝒪(𝑛) hourglasses in the GHDS, we construct a

𝒪(𝑚2+𝜀+𝑛)-space data structure in 𝒪(𝑚2+𝜀+𝑛 log𝑚) time. Given a

query 𝑝𝑞, we need 𝒪(log 𝑛𝑚) time per hourglass, so 𝒪(log 𝑛 log 𝑛𝑚)
total time, to count the cones of this type.

(c) Cones of Type (c) intersect only the right diagonal of an hourglass.

They are symmetric to Type (b).

Lemma 7.17. We can construct an 𝒪(𝑛𝑚2+𝜀 + 𝑛2)-size data structure in time
𝒪(𝑛𝑚2+𝜀 + 𝑛2

log𝑚), so we can count all points in side polygons that see 𝑝𝑞
in 𝒪(log 𝑛 log 𝑛𝑚) time.

7.3.3 Counting Points in End Polygons

End polygons are bounded by triangles in the decomposition 𝑇𝑝 or 𝑇𝑞 ,

containing 𝑝 or 𝑞, respectively. Let 𝑇𝑝 = 𝑢𝑣𝑤; it is incident to at most

three end polygons. We describe the data structure for the end polygon

𝐸(𝑢𝑣) incident to 𝑇𝑝 through the edge 𝑢𝑣 (see Figure 7.8). All other

data structures are symmetrical. We count the points in 𝐴 ∩ 𝐸(𝑢𝑣) that

see 𝑝𝑞. Denote the set of all visibility cones 𝑉(𝑎, 𝑢𝑣) by 𝒞𝑢𝑣 over all

𝑎 ∈ 𝐴 ∩ 𝐸(𝑢𝑣).
Consider the special case where 𝑝𝑞 is fully contained in a triangle

(𝑇𝑝 = 𝑇𝑞). A triangle is convex, so we can immediately apply Lemma 7.8.

Now assume𝑇𝑝 ≠ 𝑇𝑞 . The query segment 𝑝𝑞 intersects some boundary of

𝑇𝑝 . We construct a data structure under the assumption that 𝑝𝑞 intersects
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𝑣

𝑢

𝑤

(a) (b)

𝑣

𝑢
𝑤

𝑇𝑝

𝐶′

left ray

Figure 7.8. (a) We replace any cone 𝐶(𝑎) ∈ 𝒞𝑢𝑣 that contains 𝑤 by the cone

𝐶′ of rays that pass above 𝑤. (b) We then partition 𝒞𝑢𝑣 into 𝒞↑(𝑢𝑣) (blue) and

𝒞↓(𝑢𝑣) (red) based on whether the cone passes over or under 𝑤.

edge 𝑣𝑤 of 𝑇𝑝 ; for 𝑝𝑞 intersecting 𝑢𝑤, we construct a symmetrical

structure. So, given a triangle 𝑇𝑝 , where 𝑝𝑞 intersects 𝑣𝑤, we want to

count the cones 𝐶(𝑎) ∈ 𝒞𝑢𝑣 whose apex 𝑎 sees 𝑝𝑞. For brevity, we say

that such a cone sees 𝑝𝑞, meaning that 𝑝𝑞 is visible from the cone’s apex.

Our argument is a multilevel case distinction on 𝒞𝑢𝑣 . We first partition

𝒞𝑢𝑣 during preprocessing (Figure 7.8) into two sets:

1. 𝒞↓(𝑢𝑣) are the cones in 𝒞𝑢𝑣 that pass entirely below the vertex 𝑤;

and

2. 𝒞↑(𝑢𝑣) are the cones in 𝒞𝑢𝑣 that pass entirely above the vertex 𝑤.

We crop the cones that contain 𝑤; we now show why this is correct.

Lemma 7.18. Let 𝐶(𝑎) ∈ 𝒞𝑢𝑣 be a cone which contains the vertex 𝑤 of 𝑇.
Denote by 𝐶′ its subcone that passes above 𝑤. The apex 𝑎 sees 𝑝𝑞 if and only if
𝑎 sees 𝑝𝑞 through a ray in 𝐶′.

Proof. Let 𝐶′′
be the region 𝐶(𝑎) \ 𝐶′

. Suppose for the sake of contradic-

tion that 𝑎 see 𝑝𝑞 but there is no ray 𝑟 ∈ 𝐶′
that hits 𝑝𝑞. Then 𝑝𝑞 must

contain some point 𝑠 ∈ 𝐶′′
. Denote by 𝑠∗ the intersection between 𝑝𝑞

and the edge 𝑣𝑤, which must exist by construction. Then the segment

from 𝑠 to 𝑠∗ must intersect 𝐶′
; the first point of intersection is hit by a

ray 𝑟′ ∈ 𝐶′
which realises visibility to 𝑝𝑞, which is a contradiction. □

As a consequence of this lemma, we replace at preprocessing any

cone 𝐶 ∈ 𝒞𝑢𝑣 that contains the vertex 𝑤 with the subcone 𝐶′
that passes

above 𝑤.

Counting the cones in 𝒞↓(𝑢𝑣) that see 𝑝𝑞. For this class of cones, we

can prove the following statement.
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Lemma 7.19. A cone 𝐶(𝑎) ∈ 𝒞↓(𝑢𝑣) sees 𝑝𝑞 if and only if 𝑝 lies below the
supporting line of the left ray of 𝐶(𝑎).

Proof. We assumed earlier that the 𝑝𝑞 intersects the segment 𝑣𝑤 of the

triangle 𝑇𝑝 . Since 𝑇𝑝 is convex, 𝑎 sees 𝑝𝑞 if and only if 𝑝𝑞 intersects

the left ray of 𝐶(𝑎). By construction, the vertex 𝑞 lies above the left ray

of 𝐶(𝑎). Hence, the latter occurs if and only if 𝑝 lies below the left ray

of 𝐶(𝑎). □

This means we can count the rays in 𝒞↓(𝑢𝑣) where 𝑝 lies below the

corresponding supporting line of the left ray by storing these rays in a

half-space range data structure, which has 𝒪(log𝑚) query time.

Lemma 7.20. In 𝒪(𝑛𝑚2+𝜀) time, we can construct a data structure of size
𝒪(𝑛𝑚2+𝜀) so that given a query segment 𝑝𝑞, a triangle 𝑇 = 𝑢𝑣𝑤, and set of
cones 𝒞↓(𝑢𝑣), we can count the cones 𝐶(𝑎) ∈ 𝒞↓(𝑢𝑣) that see 𝑝𝑞 in 𝒪(log𝑚)
time.

Counting the cones in 𝒞↑(𝑢𝑣) that see 𝑝𝑞. We partition 𝒞↑(𝑢𝑣) with

an elaborate double case distinction. Observe that this conceptual case

distinction can only be made at query time when we have access to

𝑠 = 𝑝𝑞 ∩ 𝑣𝑤 and 𝑞 (Figures 7.8 and 7.9).

(b) 𝑈 ⊆ 𝒞↑(𝑢𝑣) are the cones where both boundary rays intersect 𝑣𝑠

(but not 𝑠):

• 𝑈∗ ⊆ 𝑈 are the cones whose apices lie above the supporting

line of 𝑠𝑞;

• 𝑈□ ⊆ 𝑈 is the set𝑈 \𝑈∗
.

(c) 𝑆 ⊆ 𝒞↑(𝑢𝑣) are the cones which contain 𝑠:

• 𝑆(𝑖) ⊆ 𝑆 are the cones whose right ray intersects 𝑠𝑞;

• 𝑆(𝑖𝑖) ⊆ 𝑆 is the set 𝑆 \ 𝑆(𝑖).
(d) 𝐷 ⊆ 𝒞↑(𝑢𝑣) are the cones where both boundary rays intersect 𝑠𝑤

(but not 𝑠):

• 𝐷(𝑖) ⊆ 𝐷 are the cones whose right ray intersects 𝑠𝑞;

• 𝐷(𝑖𝑖) ⊆ 𝐷 is the set 𝐷 \ 𝐷(𝑖)
.
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Figure 7.9. We partition 𝒞↑(𝑢𝑣) into six sets: 𝑈∗, 𝑈□, 𝑆(𝑖), 𝑆(𝑖𝑖), 𝐷(𝑖), and 𝐷(𝑖𝑖).

Counting the cones in 𝑈 that see 𝑝𝑞. Both 𝑈∗
and 𝑈□

may contain

cones whose apex sees 𝑝𝑞. We show how to count these for both sets

using a data structure only on 𝒞↑(𝑢𝑣). We show that cones in 𝑈□
are

visible if and only if they intersect the segment 𝑝𝑠; we can test this in

𝒪(log𝑚) time. We count the cones in 𝑈∗
whose apices see 𝑝𝑞 via an

inclusion–exclusion argument. Specifically, we observe that all cones in

𝒞↑(𝑢𝑣) \𝑈∗
have one of two mutually exclusive properties:

(i) For all cones in 𝑆(𝑖), 𝐷(𝑖)
, and𝑈□

, their right ray intersects 𝜋(𝑣, 𝑞)
and lies above 𝑠.

(ii) For all cones in 𝑆(𝑖𝑖) and 𝐷(𝑖𝑖)
, their right ray lies below 𝑠 and does

not intersect 𝜋(𝑣, 𝑞).
Cones in 𝑈∗

never have Property (ii). Moreover, they are not visible

if and only if their right ray intersects 𝜋(𝑣, 𝑞), i.e. invisible cones have

Property (i). Thus, the number of cones in 𝑈∗
whose apices see 𝑝𝑞 is

equal to |𝒞↑(𝑢𝑣)| minus all cones with Property (i) or (ii). We count

cones with Property (i) using a shortest path map in 𝒪(log 𝑛) time,

identically to Section 7.3.2. We count cones with Property (ii) using

half-plane range queries in 𝒪(log𝑚) time. We now elaborate on these

points further.

Lemma 7.21. For all 𝐶(𝑎) ∈ 𝑈□, the right ray of 𝐶(𝑎) passes over 𝑠. Moreover,
𝑎 sees 𝑝𝑞 if and only if the right ray of 𝐶(𝑎) intersects the segment 𝑝𝑠.
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Proof. By definition, the right ray of 𝐶(𝑎) passes over 𝑠. Assume w.l.o.g.

that 𝑣𝑤 is vertical. Since 𝑎 lies below the supporting line of 𝑝𝑞, the right

ray of 𝐶(𝑎) must have greater slope than 𝑝𝑞. Thus, no rays in 𝐶(𝑎) can

hit 𝑠𝑞. This implies the lemma. □

Using Lemma 7.21, we can count the cones 𝐶(𝑎) ∈ 𝑈□
that see 𝑝𝑞 as

follows. At preprocessing, for every triangle 𝑇 and for every set 𝒞↑(𝑢𝑣),
we construct a multilevel cutting tree on the right rays in 𝒞↑(𝑢𝑣). Given

a query 𝑝𝑞 and the point of intersection 𝑠, we identify in 𝒪(log𝑚) time

the unique cones of 𝒞↑(𝑢𝑣)
1. whose right ray passes over 𝑠, or

2. whose right ray intersects the segment 𝑝𝑠.

Lemma 7.22. In 𝒪(𝑛𝑚2+𝜀) time and using 𝒪(𝑛𝑚2+𝜀) space, we can construct
a data structure so that given a query segment 𝑝𝑞, a triangle𝑇, and a set 𝒞↑(𝑢𝑣),
we can count the cones 𝐶(𝑎) ∈ 𝑈□ that see 𝑝𝑞 in 𝒪(log𝑚) time.

It remains to identify the cones𝐶(𝑎) ∈ 𝑈∗
that see 𝑝𝑞. We observe that

all cones in 𝒞↑(𝑢𝑣) \𝑈∗
have one of two mutually exclusive properties:

(i) For all cones in 𝑆(𝑖), 𝐷(𝑖)
, and𝑈□

, their right ray intersects 𝜋(𝑣, 𝑞)
(and lies above 𝑠).

(ii) For all cones in 𝑆(𝑖𝑖) and 𝐷(𝑖𝑖)
, their right ray lies below 𝑠 (and does

not intersect 𝜋(𝑣, 𝑞)).

Lemma 7.23. All cones 𝐶(𝑎) ∈ 𝑈∗ do not have Property (ii). They have
Property (i) if and only if they do not see 𝑝𝑞.

Proof. These cones do not have Property (ii) by definition of the set𝑈 .

The proof for the second claim is identical to the proof of Lemma 7.15. □

Therefore, the number of cones in𝑈∗
visible to 𝑝𝑞 is |𝒞↑(𝑢𝑣)| without

all cones with Property (i) or (ii).

Lemma 7.24. In 𝒪(𝑛𝑚2+𝜀 + 𝑛2
log𝑚) time and using 𝒪(𝑛𝑚2+𝜀 + 𝑛𝑚)

space, we can construct a data structure so that given a query segment 𝑝𝑞, a
triangle 𝑇, and a set 𝒞↑(𝑢𝑣), we can count the cones 𝐶(𝑎) ∈ 𝑈∗ that see 𝑝𝑞 in
𝒪(log 𝑛𝑚) time.

Proof. Our data structure consists of two parts for a given triangle 𝑇 and

a set 𝒞↑(𝑢𝑣): a multilevel cutting tree on the right rays of the cones and

an augmented shortest path map of Section 7.3.2. Constructing these
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for every triangle and set 𝒞↑(𝑢𝑣) requires 𝒪(𝑛𝑚2+𝜀 + 𝑛𝑚) space and

𝒪(𝑛𝑚2+𝜀 + 𝑛2
log𝑚) total time.

Given a query 𝑝𝑞, we count the cones in 𝒞↑(𝑢𝑣) with Property (i) in

𝒪(log𝑚) time using the cutting tree. We also count the cones in 𝒞↑(𝑢𝑣)
with Property (ii) in 𝒪(log 𝑛) time using the augmented shortest path

map. Overall, we count the cones in 𝐶(𝑎) ∈ 𝑈∗
that see 𝑝𝑞 in 𝒪(log 𝑛𝑚)

time. □

Counting the cones in 𝑆 and 𝐷 that see 𝑝𝑞. The apices of all cones

in 𝑆 see 𝑝𝑞. We identify these in 𝒪(log𝑚) time using a stabbing query

on 𝒞↑(𝑢𝑣). For cones in 𝐷, we can make a symmetrical case distinction,

creating the sets 𝐷∗
and 𝐷□

, and we can handle them through an

identical data structure.

Completing the argument. Using Lemmas 7.20, 7.22 and 7.24, we

construct a data structure of 𝒪(𝑚2+𝜀+𝑛) size in 𝒪(𝑚2+𝜀+𝑛 log 𝑛𝑚) time

for all 𝒪(𝑛) triangles and end polygons. At query time, we retrieve 𝒪(1)
triangles, with 𝒪(1) end polygons each. For every such combination,

we query the corresponding data structure in 𝒪(log 𝑛𝑚) time.

Lemma 7.25. We can construct an 𝒪(𝑛𝑚2+𝜀 + 𝑛2)-size data structure in time
𝒪(𝑛𝑚2+𝜀 + 𝑛2

log𝑚), so we can count all points in end polygons that see 𝑝𝑞
in 𝒪(log 𝑛 log 𝑛𝑚) time.

We store all points and visibility cones in the data structures of

Lemmas 7.14, 7.17 and 7.25 to show the main result of this section.

Theorem 7.26. Let 𝑃 be a simple polygon with 𝑛 vertices, and let 𝐴 be a
set of 𝑚 points inside 𝑃. In time 𝒪(𝑛𝑚2+𝜀 + 𝑛2

log𝑚), we can build a data
structure of size 𝒪(𝑛𝑚2+𝜀 + 𝑛2) to count the points from 𝐴 visible from a
query segment 𝑝𝑞 in 𝒪(log 𝑛 log 𝑛𝑚) time.

7.4 Segment Query for a Set of Segments

As a natural extension to our GHDS, we consider the case where 𝐴 is a

set of segments and we want to count the segments that see query 𝑝𝑞.

As we show next, we can reuse the approach of the previous section

with some minor additions and answer this query in polylogarithmic

time.
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A difficulty that arises in this setting is that the segments in 𝐴 are no

longer partitioned by the polygon cover of 𝑝𝑞, that is, segments in 𝐴may

start or end in the polygon cover or pass through the cover. To be able to

correctly count the visible cones, we propose instead to count the cones

that we cannot see and subtract this from the total count. Observe that

any line segment that is not entirely contained in a single end polygon

or side polygon intersects a triangle or an hourglass and thus is visible

to 𝑝𝑞. Hence, it suffices to count the invisible line segments inside the

individual side and end polygons and subtract that count from the total.

7.4.1 Using Visibility Glasses

To determine visibility of the segments in 𝐴, we use the visibility glasses,
i.e. the collections of all visibility lines between two line segments (see

Figure 7.10 and Section 7.1). Let 𝑎𝑐 be a segment to the left of a (vertical)

diagonal 𝐷 = 𝑢𝑣 in 𝑃 (see Figure 7.10). We now check what 𝑎𝑐 sees in

the subpolygon to the right of the diagonal. To do this, we construct the

visibility glass 𝐿(𝑎𝑐, 𝐷) between 𝑎𝑐 and the diagonal. Eades et al. [99]

show that 𝐿(𝑎𝑐, 𝐷) is an hourglass defined by some subsegment 𝑜𝑟 ⊆ 𝑎𝑐

and a subsegment 𝑤𝑥 ⊆ 𝐷 (potentially, 𝑜 = 𝑟 or 𝑤 = 𝑥). We can now

compute the lines connecting the opposite endpoints of the visibility

glass that still provide visibility, that is, the lines through 𝑜𝑥 and 𝑟𝑤.

Note that these lines define the most extreme slopes under which there

can still be visibility. These two lines intersect in a single point 𝑖. We

now consider this point and the lines through it as a new cone that

describes the visible region to the right of diagonal 𝐷. We call this cone

the visibility glass cone. Note that the left and the right rays of the cone

are actual visibility rays to points 𝑜 and 𝑟 on the line segment for points

to the right of 𝐷.

Lemma 7.27. Consider a polygon 𝑃, split into subpolygons 𝑃𝐿 and 𝑃𝑅 by a
diagonal 𝐷 = 𝑢𝑣, and let 𝑎𝑐 be a line segment in 𝑃𝐿. Let 𝐶 be the visibility
glass cone of 𝑎𝑐 into 𝑃𝑅 through 𝐷. If a point 𝑝 ∈ 𝑃𝑅 sees 𝑎𝑐, then 𝑝 ∈ 𝐶.

Proof. Assume w.l.o.g. that 𝑣 is above 𝑢, and let 𝑤𝑥, with 𝑥 above 𝑤, be

the part of 𝐷 inside 𝐶. See Figure 7.10. Suppose for a contradiction that

𝑝 sees 𝑎𝑐 but is not in 𝐶. Let 𝑞 be a visible point on 𝑎𝑐 and let 𝐿 be the

line segment connecting 𝑝 and 𝑞. Since 𝐷 separates 𝑃𝐿 from 𝑃𝑅, and 𝐿

must be inside 𝑃 to be a visibility line, 𝐿 must cross 𝐷. Suppose w.l.o.g.
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Figure 7.10. (a) The visibility glass (dark region) inside the hourglass (orange

region) from segment 𝑎𝑐 to diagonal 𝐷 = 𝑢𝑣. (b) The intersection point 𝑖

and the two rays from 𝑖 through 𝑤 and 𝑥 form a new visibility region in the

subpolygon to the right of 𝐷.

that 𝐿 crosses 𝐷 above 𝑥, that is, above the left ray 𝑅𝐿 of 𝐶. The left

ray must intersect a reflex vertex of the upper chain of its associated

hourglass 𝐻, so there is a region above 𝑅𝐿 bounded by the upper chain,

𝑅𝐿, and 𝑥𝑣. Since 𝐿 enters this region, it must also exit the region. There

can only be visibility if 𝐿 is inside 𝑃, hence, it must exit the region via the

edge bounded by 𝑅𝐿. Therefore, its slope is higher than the slope of 𝑅𝐿.

However, 𝑅𝐿 is the visibility ray with the highest slope, so by definition

of the visibility glass, 𝐿 then cannot see 𝑎𝑐, leading to a contradiction.

Thus, 𝑝 is in 𝐶. □

Corollary 7.28. If 𝑝 is visible, the ray from 𝑝 through the apex 𝑖 of 𝐶 is a
visibility line to 𝑎𝑐.

Lemma 7.27 shows that the visibility glass cones are functionally

the same as the visibility cones of points, thus we can reuse our data

structures of Section 7.3 for side and end polygons.

Observation 7.29. If a segment 𝑎𝑐 ∈ 𝐴 cannot see 𝑝𝑞, it must be fully
contained in a side or an end polygon.

This follows easily from the fact that if a segment 𝑎𝑐 is not contained

in either an end or a side polygon, then it is in the polygon cover or

intersects the boundary of the polygon cover. This then means that 𝑎𝑐

sees 𝑝𝑞. It now suffices to count the segments in the side and the end

polygons that are not visible to determine the total number of entities

invisible to 𝑝𝑞, and thus determine the number of entities in 𝐴 visible

to 𝑝𝑞.
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Since our data structure of Section 7.3 can already correctly count

visible segments from the end and the side polygons, we can simply

determine the number of invisible segments by subtracting the number

of visible segments from the total number of segments in the end or side

polygon.

Theorem 7.30. Let 𝑃 be a simple polygon with 𝑛 vertices, and let 𝐴 be a set of
𝑚 segments in 𝑃. In time 𝒪(𝑛𝑚2+𝜀 + 𝑛2

log𝑚), we can build a data structure
of size 𝒪(𝑛𝑚2+𝜀 + 𝑛2) that can report the number of segments in 𝐴 visible
from a query segment 𝑝𝑞 in 𝒪(log 𝑛 log 𝑛𝑚) time.

Proof. We can reuse the data structures of Section 7.3 for the side and

the end polygon queries, provided we use the visibility glass cones of

the segments in 𝐴 that fall strictly inside the side and the end polygons.

Using the data structure by Eades et al. [99], we can compute the visibility

glasses to all diagonals in 𝒪(𝑛𝑚 log
4 𝑛 + 𝑛 log

3 𝑛) time and extract the

visibility glass cones in constant time per visibility glass. We can then

use these cones to build the data structures of Section 7.3. Construction

time of the data structure dominates the time required to construct the

visibility glass cones, and storage requirements remain the same. In

addition, we store the total number of segments for each possible side

and end polygon, requiring a total of 𝒪(𝑛) extra space.

Given the query, we determine the total number of invisible segments

in the side and the end polygons by subtracting the number of reported

visible segments from the total number of segments in the side and

the end polygons in 𝒪(log 𝑛 log 𝑛𝑚) time. We then subtract this count

from 𝑚 to arrive at the result. □

7.5 Extensions, Discussion, and Future Work

In this section, we present some natural extensions to our work and

discuss possible variations, as well as the obstacles in the way of obtaining

results in those settings.

In particular, we extend the approach of Section 7.4 to the case

where 𝐴 contains constant-complexity simple polygons, with the same

bounds. We also discuss the approach using visibility polygons by

Aronov et al. [27] and point out why it would be inefficient in our setting.

Furthermore, we consider a version of the problem where we only want
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Figure 7.11. The visibility glass cone 𝐶 for a region 𝑆 and a diagonal 𝐷 = 𝑢𝑣.

to test if at least one object in 𝐴 sees the query. Finally, we tackle the

question of subquadratic counting, where given two sets 𝐴 and 𝐵 with

𝑚 points each, we wish to count the pairs from 𝐴× 𝐵 that see each other

in the simple polygon in time subquadratic in 𝑚.

7.5.1 Preprocessing Polygons

Instead of line segments in the set 𝐴, we can extend our approach to

polygons in 𝐴. So consider now the setting where we have a query

segment 𝑝𝑞 and a set of polygons 𝐴.

For this extension, we mainly have to show that an equivalent to

Lemma 7.27 holds—the rest then easily follows as for line segments in

Section 7.4. We first have to define the visibility glass and the visibility

glass cone. The visibility glass between a diagonal𝐷 = 𝑢𝑣 and a polygon

𝑆 ∈ 𝐴 is defined as the set of segments 𝑎𝑤 where 𝑎 ∈ 𝑆 and 𝑤 ∈ 𝐷.

Without loss of generality, assume that 𝐷 is vertical and that it splits

𝑃 into subpolygons 𝑃𝐿 and 𝑃𝑅, left and right of 𝐷, respectively, and

assume 𝑆 ⊆ 𝑃𝐿.

Consider the segment 𝑎𝑦 of the visibility glass with the highest

slope. In case of ties, take the shortest segment, so the intersection of 𝑎𝑦

and 𝑆 consists of only 𝑎. Similarly, define 𝑐𝑥 as the segment with the

lowest slope. Let 𝐿𝐿 and 𝐿𝑅 denote the supporting lines of 𝑎𝑦 and 𝑐𝑥,

respectively. The visibility glass cone of 𝑆 through 𝐷 is then the cone

defined by 𝐿𝐿 and 𝐿𝑅 that passes through 𝐷. We are now ready to prove

an equivalent to Lemma 7.27.
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Lemma 7.31. Consider a polygon 𝑃, split into subpolygons 𝑃𝐿 and 𝑃𝑅 by a
diagonal 𝐷 = 𝑢𝑣 between two vertices 𝑢 and 𝑣, and let 𝑆 be a simple polygon
in 𝑃𝐿. Let 𝐶 be the visibility glass cone of 𝑆 into 𝑃𝑅 through 𝐷. If some point
𝑝 ∈ 𝑃𝑅 sees 𝑆, it must be in 𝐶.

Proof. For a contradiction, assume that there is a point 𝑝 ∈ 𝑃𝑅 that

sees 𝑆 but lies outside of 𝐶. Without loss of generality, suppose that

𝑝 is below 𝐶. Let 𝑠 ∈ 𝑆 be a point that is visible to 𝑝, and let 𝑟 ∈ 𝑆 be

the point closest to 𝑝 on the line segment 𝑠𝑝—see also Figure 7.11. Let

𝑤 be the intersection point of 𝑠𝑝 and 𝐷. We first note that 𝑠 cannot

lie above (or on) 𝐿𝑅. If that were the case, then the line segment 𝑤𝑠

would have a lower slope than 𝐿𝑅 and would be in the visibility glass,

contradicting the definition of the visibility glass cone. So we can

assume that 𝑠 is below 𝐿𝑅. However, if 𝑠 is below 𝐿𝑅, then so is 𝑟.

Now consider the region defined by 𝑐𝑥, 𝑥𝑤, 𝑤𝑟, and the path from 𝑐

to 𝑟 along the boundary of 𝑆 in clockwise direction (green region in

Figure 7.11). None of these segments or the path can be intersected

by the polygon boundary, so the region is empty. However, in that

case, also the line segment 𝑐𝑤 must be in the visibility glass and has

a lower slope, again contradicting the definition of the visibility glass

cone. From this contradiction we can conclude that any 𝑝 ∈ 𝑃𝑅 that

sees 𝑆 must be inside the visibility glass cone 𝐶. □

Using this lemma, we can apply the same methods as in Section 7.4

for a set of segments.

7.5.2 Details of Visibility Polygon Computation

We recap the approach of Aronov et al. [27] and indicate why it is not

efficient in our case.

They preprocess a simple polygon 𝑃 with 𝑛 vertices so that given a

query point 𝑞 ∈ 𝑃, they can report the visibility polygon 𝑉(𝑞) in time

𝒪(log
2 𝑛 + |𝑉(𝑞)|). The data structure uses 𝒪(𝑛2) space and can be

constructed in 𝒪(𝑛2
log 𝑛) time. Similar to our approach in Section 7.2.2,

they use a hierarchical decomposition of the polygon.

For all polygons 𝑃 split into two subpolygons 𝑃𝐿 and 𝑃𝑅 by a

diagonal 𝐷, assuming 𝑞 ∈ 𝑃𝑅, they compute the partial visibility

polygon 𝑉(𝑞) ∩ 𝑃𝐿. Then they recurse on 𝑃𝑅. They precompute partial

visibility polygons of 𝑃𝐿 that ignore the obstacles in 𝑃𝑅. Then they create
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an arrangement on 𝑃𝑅 so that all points in one cell combinatorially get

the same partial visibility polygon in 𝑃𝐿. At query time, one wants to

receive the actual visibility polygon of 𝑞 and not just a partial one. To

obtain this, they compute the visibility cone through the diagonal 𝐷

(denoted by 𝑉(𝑞, 𝐷)) in the same way as we do. To compute the result

at each level of the decomposition, they do point location for 𝑞 in the

arrangement, retrieve the corresponding partial visibility polygon, and

intersect it with 𝑉(𝑞, 𝐷). They store the partial polygons in a persistent

red–black tree, making it efficient to compute the visibility polygons for

each cell of the arrangement, as well as to compute the intersection with

the cone 𝑉(𝑞, 𝐷).
In our work, we want to return at each level the set 𝐴 ∩ 𝑃𝐿 rather

than the region 𝑉(𝑞) ∩ 𝑃𝐿. The partial visibility polygons by Aronov

et al. [27] can be stored as a sequence of vertices and edges in cyclic

order along the boundary of 𝑃. This property is what saves one from

storing an explicit polygon for each cell in the arrangement, which

would significantly increase the space used. We do not have a clear

order for arbitrary points in 𝐴. Moreover, the cyclic order of the vertices

of the visibility polygons in 𝑃𝐿 is the same for all points in 𝑃𝑅; but the

cyclic order of points in 𝐴 ∩ 𝑃𝐿 depends on 𝑞.

Due to the these considerations, a naïve adaptation of their approach

would be slow. Using the multilevel cutting trees within the general

framework of hierarchical decomposition avoids the issue.

7.5.3 Testing for Visibility

Here we discuss the emptiness version of the problem: given a query 𝑄,

can any of the objects from 𝐴 see 𝑄? The solution is the same for all

four versions of the problem, whether 𝑄 is a point or a line segment

and whether 𝐴 contains points or line segments. We explicitly compute

the union of all (weak) visibility polygons of all 𝑚 objects in 𝐴 and build

a point location or ray shooting data structure on top of it. In all cases,

this leads to a 𝒪(𝑚(𝑚 + 𝑛))-space data structure that can answer queries

in 𝒪(log(𝑚 + 𝑛))-time. We start with some simple observations.

Observation 7.32. The union of two visibility polygons is either disconnected
or simply connected (has no holes).
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Proof. We prove this by contradiction. Let 𝑝 and 𝑞 be two objects, and

assume that𝑉(𝑝)∪𝑉(𝑞) has a hole 𝐻. Since there is a cycle surrounding

𝐻 that lies completely inside the union of 𝑉(𝑝) ∪ 𝑉(𝑞) ⊆ 𝑃 and 𝑃 is

simple, it follows𝐻 is contained in 𝑃 as well. However, since 𝑝 cannot see

points in𝐻, there must be a part of the boundary of the polygon 𝑃 on the

boundary of 𝐻. Hence, polygon 𝑃 has a hole as well. Contradiction. □

Observation 7.33. A single visibility polygon intersects a polygon edge in a
single contiguous line segment.

This now allows us the prove the following key lemma.

Lemma 7.34. Let 𝑃 be a simple polygon with 𝑛 vertices. Let 𝐴 be a set of
𝑚 points or line segments in 𝑃. The complexity of the union𝑈 of the (weak)
visibility polygons of the elements of 𝐴 inside 𝑃 is Θ(𝑚(𝑚 + 𝑛)) in the worst
case.

Proof. A window is an edge of a visibility polygon that lies in the interior

of 𝑃. The union𝑈 of the visibility polygons can then have three types

of vertices:

1. vertices of 𝑃;

2. intersections between two windows; or

3. intersections between an edge of 𝑃 and a window.

The number of vertices of Type 1 is clearly 𝒪(𝑛).
To bound the number of vertices of Type 2, we argue that each pair

of viewpoints can only lead to a constant number of vertices, and hence

the total number of vertices of Type 2 is 𝒪(𝑚2). We argue as follows.

Consider two different objects 𝑝, 𝑞 ∈ 𝐴. By Observation 7.32, either

the visibility polygons of 𝑝 and 𝑞 are disjoint, or their union is simply

connected. In the first case, there is no vertex of𝑈 that is caused by 𝑝

and 𝑞, so assume the second case. Since the union is simply connected

(and the original regions are also simply connected), the regions are

pseudo-ellipses: their boundaries intersect each other in at most four

contiguous curves. These four curves can be degenerate points: if so,

they are intersections between windows (one originating from 𝑝 and one

from 𝑞) and there are only four of them, 𝑝 and 𝑞 contribute a constant

number of vertices of Type 2 to 𝑈 as required. If they are not points,

then either the shared boundaries are a part of the boundary of 𝑃, or 𝑝
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(a) (b)

Figure 7.12. Lower bound constructions. (a) A construction with a union

complexity of Ω(𝑚2). (b) A construction with a union complexity of Ω(𝑚𝑛).

and 𝑞 produce partially coinciding windows; in both cases, they do not

contribute any vertices of Type 2 to𝑈 .

The number of vertices of Type 3 is at most𝒪(𝑛𝑚)by Observation 7.33.

□

The bound in Lemma 7.34 is tight, as sketched in Figure 7.12: we

present two separate constructions with a lower bound of Ω(𝑚2) and

Ω(𝑚𝑛). Clearly, the two constructions can happen simultaneously in

a single instance, leading to a bound of Ω(𝑚2 + 𝑛𝑚) as required. Note

that this construction is very similar to the one of Bose et al. [34].

Constructing the data structure. To construct 𝑈 , we first compute

all (weak) visibility polygons and merge them using a divide-and-

conquer approach. Constructing the visibility polygons takes 𝒪(𝑚𝑛)
time. Merging two planar subdivisions of sizes 𝒪(𝑚1(𝑚1 + 𝑛)) and

𝒪(𝑚2(𝑚2 + 𝑛)) into one of size 𝒪(𝑚(𝑚 + 𝑛)), where 𝑚 = 𝑚1 + 𝑚2, can

be done in 𝒪(𝑚(𝑚 + 𝑛) log(𝑚 + 𝑛)) = 𝒪(𝑚2
log(𝑚 + 𝑛) +𝑚𝑛 log(𝑚 + 𝑛))

time [76]. The running time thus follows the recurrence𝑇(𝑚) = 2𝑇(𝑚/2)+
𝒪(𝑚2

log(𝑚 + 𝑛) + 𝑚𝑛 log(𝑚 + 𝑛)), which solves to 𝒪(𝑚2
log(𝑚 + 𝑛) +

𝑚𝑛 log(𝑚 + 𝑛) log𝑚).
By storing𝑈 in a data structure for point location queries [198], we

can directly test if a query point 𝑞 is visible from any of the objects in 𝐴

in 𝒪(log(𝑛+𝑚)) time. In case the query is a segment 𝑝𝑞, we additionally

preprocess all components of 𝑃 \𝑈 for ray shooting queries. Note that

each such component is indeed a simple polygon (i.e. it is either a hole

of𝑈 or a region bounded by the outer boundary of𝑈 and the polygon

boundary), and thus we can answer such queries in logarithmic time

using linear space [141]. The total space and preprocessing time for

these structures is thus only 𝒪(𝑚(𝑚+ 𝑛)). To answer a query, we use the
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(a) (b)

Figure 7.13. The arrangement of 𝑚 visibility polygons in a simple polygon with

𝑛 vertices can have complexity Ω(𝑚2𝑛).

point location structure to find the faces containing the two endpoints.

If either endpoint lies inside𝑈 , we can immediately answer that 𝑝𝑞 is

visible from an object in 𝐴. Otherwise, we use the ray shooting data

structure associated with the face containing endpoint 𝑝, and shoot a

ray towards 𝑞. If the ray enters 𝑈 before reaching 𝑞, we also find that

𝑝𝑞 is visible from an an object in 𝐴, otherwise (i.e. we reach 𝑞 before

entering𝑈 or we hit the boundary of 𝑃) 𝑝𝑞 is not visible.

Theorem 7.35. Let 𝑃 be a simple polygon with 𝑛 vertices and let 𝐴 be a set
of 𝑚 points or line segments inside 𝑃. We can construct a data structure of
𝒪(𝑚(𝑚 + 𝑛)) size, in 𝒪(𝑚2

log(𝑚 + 𝑛) + 𝑚𝑛 log(𝑚 + 𝑛) log𝑚) time, that
can test if a given query point 𝑞 or query segment 𝑝𝑞 is visible from any of the
objects in 𝐴 in 𝒪(log(𝑚 + 𝑛)) time.

In contrast, the total arrangement of all𝑚 visibility polygons may have

complexity Ω(𝑚2𝑛) (see Figure 7.13). This implies that the same solution

for counting or reporting queries would be much slower. Instead, in the

remainder of the chapter we explore a different approach.

7.5.4 Subquadratic Counting

Given our data structures, we can generalise the problem: given two

sets of points or line segments 𝐴 and 𝐵, each of size 𝑚, in a simple

polygon 𝑃 with 𝑛 vertices, count the number of pairs in 𝐴 × 𝐵 that see

each other. Using previous work by Guibas and Hershberger [130] and

Eades et al. [99], we can solve this problem by checking the visibility for

all pairs. If 𝑛 ≫ 𝑚, this approach is optimal. In particular, if both sets

𝐴 and 𝐵 consist of points, or if one of the sets contains only segments,

this yields a solution with the running time 𝒪(𝑛 + 𝑚2
log 𝑛). However,

when 𝑚 ≫ 𝑛, we want to avoid the 𝑚2
factor. Furthermore, the setting

of Section 7.4 is novel, so we consider the full spectrum of trade-offs.
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The trick is to use the following well-known technique. Suppose we

have a data structure for visibility counting queries with query time

𝑄(𝑚, 𝑛) and preprocessing time 𝑃(𝑚, 𝑛). Pick 𝑘 = 𝑚𝑠
with 0 ≤ 𝑠 ≤ 1.

We split the set 𝐴 into sets 𝐴1 , . . . , 𝐴𝑘 , with 𝑚/𝑘 objects each; then

we construct a data structure for each set. Finally, with each point

in 𝐵, we query these 𝑘 data structures and sum up the counts. It

is easy to see that the count is correct; the time that this approach

takes is 𝒪
(︁
𝑘 · 𝑃(𝑚/𝑘, 𝑛) + 𝑚𝑘 · 𝑄(𝑚/𝑘, 𝑛)

)︁
. We need to pick 𝑠 to minimise

𝒪
(︁
𝑚𝑠 · 𝑃(𝑚1−𝑠 , 𝑛) + 𝑚1+𝑠 · 𝑄(𝑚1−𝑠 , 𝑛)

)︁
.

Let us show the results for the various settings. Suppose that

both sets 𝐴 and 𝐵 contain points. First, let us consider the approach

of Section 7.2. We have 𝑃(𝑚, 𝑛) = 𝒪(𝑛 + 𝑚2+𝜀
log 𝑛 + 𝑚 log

2 𝑛) and

𝑄(𝑚, 𝑛) = 𝒪(log
2 𝑛 + log 𝑛 log𝑚). The summands depending only on

𝑛 come from preprocessing of the polygon that only needs to be done

once; so we get

𝒪
(︁
𝑛 + 𝑚𝑠 · (𝑚(1−𝑠)(2+𝜀)

log 𝑛 + 𝑚1−𝑠
log

2 𝑛)
+ 𝑚1+𝑠

log
2 𝑛 + 𝑚1+𝑠

log 𝑛 log𝑚1−𝑠 )︁
= 𝒪(𝑛 + 𝑚(1−𝑠)(2+𝜀)+𝑠

log 𝑛 + 𝑚1+𝑠
log

2 𝑛 + 𝑚1+𝑠
log 𝑛 log𝑚) .

Unless 𝑛 ≫ 𝑚, we pick 𝑠 such that (1 − 𝑠)(2 + 𝜀) + 𝑠 = 1 + 𝑠; we find

𝑠 = (1 + 𝜀)/(2 + 𝜀). Therefore, the running time is 𝒪(𝑛 +𝑚3/2+𝜀′
log 𝑛 log 𝑛𝑚)

for this choice of 𝑠, where 𝜀′ > 0 is an arbitrarily small constant.

Alternatively, we could apply the arrangement-based method of

Section 7.2.1. We have 𝑃(𝑚, 𝑛) ∈ 𝒪(𝑛𝑚2 + 𝑛𝑚 log 𝑛) and 𝑄(𝑚, 𝑛) ∈
𝒪(log 𝑛𝑚). Using the formula above, we get

𝒪
(︁
𝑚𝑠 · (𝑛𝑚2−2𝑠 + 𝑛𝑚1−𝑠

log 𝑛) + 𝑚1+𝑠 · log(𝑛𝑚1−𝑠)
)︁

= 𝒪(𝑛𝑚2−𝑠 + 𝑛𝑚 log 𝑛 + 𝑚1+𝑠
log 𝑛𝑚) .

If 𝑚 ≫ 𝑛, we can pick 𝑠 to balance the powers of 𝑚 in the terms; so we

set 𝑠 = 1/2 to get

𝒪(𝑚3/2 · (𝑛+ log 𝑛+ log𝑚)+𝑛𝑚 log 𝑛) = 𝒪(𝑛𝑚3/2+𝑚3/2

log𝑚+𝑛𝑚 log 𝑛) .

If 𝑛 ≫ 𝑚, it is best to use the pairwise testing approach; however,

if 𝑚 ≫ 𝑛, the arrangement-based approach performs best, and if

𝑚 ≈ 𝑛, we obtain best results with the decomposition-based approach

of Section 7.2.
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Now suppose that one of the sets contains points and the other

set contains line segments. As it turns out, using the approach of

Section 7.3 is always inefficient here; if 𝑚 ≫ 𝑛, we can use the approach

of Section 7.2.1, making sure that we do point queries, and otherwise

pairwise testing is fastest.

Finally, suppose both sets consist of line segments. We have𝑃(𝑚, 𝑛) ∈
𝒪(𝑛2

log𝑚 + 𝑛𝑚2+𝜀) and 𝑄(𝑚, 𝑛) ∈ 𝒪(log
2 𝑛 + log 𝑛 log𝑚). We get

𝒪
(︁
𝑚𝑠 · (𝑛2

log𝑚1−𝑠 + 𝑛𝑚(1−𝑠)(2+𝜀)) + 𝑚1+𝑠
log 𝑛 log 𝑛𝑚1−𝑠 )︁

= 𝒪(𝑛2𝑚𝑠
log𝑚 + 𝑛𝑚(1−𝑠)(2+𝜀)+𝑠 + 𝑚1+𝑠

log
2 𝑛 + 𝑚1+𝑠

log 𝑛 log𝑚) .

For 𝑛 ≫ 𝑚, the time is dominated by 𝒪(𝑛2𝑚𝑠
log𝑚), so we pick 𝑠 = 0

and get 𝒪(𝑛2
log𝑚 + 𝑛𝑚2+𝜀) time. For 𝑛 ≈ 𝑚 or 𝑚 ≫ 𝑛, we balance the

powers by picking 𝑠 = (1 + 𝜀)/(2 + 𝜀) to get 𝒪(𝑛2𝑚
1/2+𝜀′

log𝑚 + 𝑛𝑚3/2+𝜀′ +
𝑚

3/2+𝜀′
log 𝑛 log𝑚) time for this choice of 𝑠, where 𝜀′ > 0 is an arbitrarily

small constant.

7.5.5 Moving Points

In the context of moving objects, we may interpret a segment as a

moving object that traverses the segment from start to end with a

constant velocity. This applies both to the objects in a given set 𝐴 and the

query object. More formally, consider objects 𝑝, 𝑞 that have trajectories

𝑝(𝑡) : ℝ → ℝ2 ∩ 𝑃 and 𝑞(𝑡) : ℝ → ℝ2 ∩ 𝑃 inside a polygon 𝑃. We say

that 𝑝 and 𝑞 are mutually visible in 𝑃 if and only if at some time 𝑡, the

line segment 𝑝(𝑡)𝑞(𝑡) is inside the polygon 𝑃. In this case, we could

be interested in counting how many objects can be seen by the query

object at some point during their movement. Note that the settings we

discuss in Sections 7.2 and 7.3 lend themselves to this interpretation

immediately, since either the query or the objects of 𝐴 do not move. On

the other hand, the setting of a query segment with a set of segments

from Section 7.4 does not translate to moving objects.

Eades et al. [99] present a data structure that supports determining

whether two query objects see each other at some point in time by

preprocessing only the polygon. There is no obvious extension to their

data structure that also preprocesses the set of objects. A possible (slow)

solution would be to track time as a third dimension and construct the

visibility polygon of each point 𝑝 ∈ 𝐴 as it moves. Given a moving object
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as a query, we would then need to count the visibility polygons (that

include a time dimension) that are pierced by the segment. It seems

difficult to avoid double counting the points in this scenario; actually

solving this problem would be an interesting continuation of the work

presented in this paper.

7.5.6 Query Variations

There are many other settings that one could consider as extensions of

this work, in addition to the ones we have considered in this paper. For

instance, we could consider the reporting version of the problem rather

than counting; this works immediately for the point query approaches

of Section 7.2, but our use of inclusion–exclusion arguments for segment

queries in Sections 7.3 and 7.4 prevents us from easily adapting those

to reporting in time proportional to the number of reported segments.

Bose et al. [34] showed how to use the arrangement-based approach for

reporting, also in the case of querying with line segments. Finally, when

considering segments, one can ask many other questions: how much

of each segment is seen by a query segment and vice versa, for each

segment or in total; these questions and more can also be considered for

moving objects as in Section 7.5.5. All of these would be highly exciting

directions for future work.



CHAPTER 8
Conclusions

Trajectory analysis is a broad topic, encompassing many useful tools for

analysing movement with applications in many areas of science and

engineering. In most of those areas, collected data are uncertain, due

to the measurement methods or sampling rates. We have investigated

the topic of trajectory analysis under uncertainty in this thesis, with the

focus on similarity using the Fréchet distance and on further analysis

tasks that heavily rely on similarity. Chapter 7, devoted to visibility

questions, deviates from this pattern, hinting at the true breadth of the

topic. As there has been little research into trajectory analysis under

uncertainty in computational geometry, this thesis can be a start of a

systematic study, but it has also barely scratched the surface of what

is possible. We recall our main results in Section 8.1 and discuss the

possible directions for future work in Section 8.2.

8.1 Discussion of Results

First, we studied trajectory similarity under uncertainty using the

Fréchet distance, in Chapters 3 and 4. In both two dimensions and one

dimension, we provided a host of hardness results and algorithms for the

various variants of the (discrete) (weak) Fréchet distance. In particular,

we showed NP-hardness for the upper bound discrete and continuous

Fréchet distance for indecisive points and intervals in 1D (and higher),

226
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and for imprecise points modelled as disks and line segments in 2D

(and higher). Following these results, we showed #P-hardness for the

problem of finding the expected Fréchet distance under the uniform

distribution on the uncertain points. We also showed NP-hardness

for the lower bound Fréchet distance in 2D for vertical line segments,

but provided polynomial-time algorithms for indecisive points in 2D

(and lower) and for intervals in 1D. For the lower bound weak Fréchet

distance, we provided an algorithm in 1D, but NP-hardness proofs

in 2D and for the discrete weak Fréchet distance. Finally, we gave

algorithms for a restricted case for the upper bound Fréchet distance

and approximation algorithms for the lower bound Fréchet distance.

We further studied the problem of simplification under uncertainty

in Chapter 5. In particular, we considered the variant where the output

sequence of (uncertain) points is a subsequence of the input sequence,

and for any realisation of the input, the corresponding realisation of the

output is a valid simplification. We provided algorithms that solve the

problem for the Hausdorff and the Fréchet distance on line segments,

disks, and constant-complexity convex polygons.

These first chapters have been centred around the fundamental

task of computing trajectory similarity. Considering the importance of

similarity, it is worthwhile effort to find efficient algorithms for practical

variants of the problem. Unfortunately, many variants turn out to

be hard. There are still a few gaps in the various complexity tables,

as discussed in Chapters 3 and 4, but perhaps filling them in is less

important than obtaining practical approximation algorithms for the

hard problems: maximising and especially computing the expected

value of the Fréchet distance could both be used in analysis tasks, but

now we only have exact solutions for a restricted setting and hardness

results for general curves.

Switching to a different view of uncertainty, we discussed map

matching in Chapter 6. We showed how to preprocess a realistic map to

efficiently answer map-matching queries for an arbitrary trajectory. In

particular, we described how to approximate the Fréchet distance to the

closest path in the map and how to report a path realising this distance.

Finally, in Chapter 7, we discussed the question of visibility: as-

suming uncertain measurements, we may sample a collection of line

segments connecting two consecutive measurements and ask how many

of these are seen by a different subject that is either static or in motion.
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The particular problem we studied is that of preprocessing a simple

polygon and a set 𝑆 of points or line segments so that, given a query

point or line segment, we can efficiently count the number of objects

in 𝑆 that have an unobstructed line of sight to the query. This problem

is likely to have applications outside of uncertainty as well.

The results of the last two chapters demonstrate how questions

involving uncertainty can be answered using approaches that, at first

sight, have little connection to the uncertainty models. Perhaps such

connections can be found for other problems in the future.

8.2 Future Work

Every problem mentioned in the thesis can be studied both in the

extremal and the probabilistic model, the latter being more useful but

also more complex; in a practical sense, we would greatly benefit from

efficient approximations to probabilistic problems.

Beyond the problems adjacent to those in this thesis, there are many

further analysis tasks to consider. Some, like clustering, would benefit

from more research into similarity measures, but others, like map

matching or segmenting trajectories based on periods of (dis)similar

behaviour, could be studied separately. For map matching, perhaps

there are fewer useful ways to model uncertainty in measurements—as

discussed in Chapter 6, implicit modelling can be made explicit with

relatively little effort—but for segmentation, it can be incorporated into

the algorithms.

In both cases and many more, it makes sense to consider uncertainty

between measurements, a subject we barely touched upon in this thesis.

Uncertainty models as developed in geographic information science and

biology could serve as a base for geometric algorithms on trajectories that

incorporate uncertainty. At some level of complexity, this topic may tie

into using the context of movement to resolve such uncertainty. However,

one can definitely benefit from studying even the simplest models—like

the space–time prisms, that merely impose a bound on the speed of the

subject—in the context of trajectory analysis and processing tasks such

as simplification. A concerted effort in studying the uncertainty between

measurements would give us a principled way to interpolate the data

between such measurements in algorithms for trajectory analysis.
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* * *

We should remember that uncertainty can never be ‘solved’ definitively.

It is a fact of life that the data we collect is uncertain and we can only

make practically useful statements to a certain degree of accuracy, no

matter our techniques. The best we can do is to accept uncertainty, and

deal with it openly and honestly, and there is plenty of room to do so—at

least when developing algorithms for trajectory analysis.
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Summary

Algorithms for Imprecise Trajectories

Movement data is ubiquitous, and measurements made with even

inexpensive trackers can provide invaluable insight into behaviours of

pedestrians or drivers, but also wildlife and any other moving subjects.

Analysing movement data is thus of great societal importance. However,

measurements made by most trackers have an inherent imprecision that

may affect the results of analyses. Sparse measurements are another

major source of uncertainty, since we do not explicitly know the subject’s

location between measurements. In this thesis, we study the algorithmic

foundations of handling movement data under uncertainty. The goal is

to design efficient algorithms with provable guarantees on their running

time and correctness that transparently incorporate movement data

uncertainty. The focus of our work lies on trajectories with a specific

type of uncertainty: measurement imprecision.

In particular, we study similarity of imprecise trajectories under an

established distance metric called the Fréchet distance. Computing

similarity is a fundamental problem, applied as a building block in

many analysis tasks. We consider different variants of the problem,

depending on the desired way of modelling imprecision. We also show

results for the common variants of the Fréchet distance, namely, the

discrete Fréchet distance and the weak (discrete) Fréchet distance. These

variants capture slightly different notions of similarity than the Fréchet

distance. We study the problem for measured locations in one and

two dimensions. In all of these settings, we either indicate that the

problem is likely computationally difficult by showing NP-hardness; or

we provide efficient algorithms, generally using dynamic programming

and greedy approaches.
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We also study the problem of simplifying an imprecise trajectory. For

precise trajectories, typically, we select a subsequence of measurements

so that the selection describes the full trajectory well in terms of some

similarity measure. In our work, the goal is to select a subsequence of

the imprecise locations so that for any true trajectory allowed by the

uncertainty model, the selection describes a valid simplification of the

true trajectory. We consider several ways to model imprecision and

show how to use both the Fréchet and the Hausdorff distance within

the method. In the settings we consider, we provide efficient algorithms

for the problem.

Taking a different view of imprecision, we study map matching,

where a measured trajectory is imprecise, but can be assumed to corres-

pond to a path on, say, a road network. In this setting, we show how

to preprocess a realistic road network so that given an arbitrary query

trajectory, we can efficiently find an approximate path on the network

that is closest to the query in terms of the Fréchet distance.

Finally, we consider the problem of visibility between sets of points or

line segments inside a polygon, showing how to preprocess the polygon

so that we can efficiently count how many fixed entities can be seen from

a query object. We consider several extensions, including to entities

modelled as polygons of constant complexity, and we show how to use

our data structure to efficiently count pairwise visibility between two

sets of entities. While not directly applicable for imprecise trajectories,

this work is a step towards studying visibility under imprecision.
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